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Synopsis

In this thesis we study algorithms mainly in the parameterized complexity framework. The thesis has three conceptual parts – (i) efficient computation of representative families, and its application in FPT and exact algorithms, (ii) study of MATROID GIRTH and MATROID CONNECTIVITY problems under various natural parameters and (iii) single exponential polynomial space FPT algorithm for STEINER TREE parameterized by the number of terminals.

Let \( S \) be a family of \( p \) sized sets over a universe \( U \). A subfamily \( \hat{S} \subseteq S \) is called a \( q \)-representative family of \( S \), if \( \hat{S} \) satisfies the following condition: if there is a \( q \) sized set \( Y \subseteq U \) such that there is a set \( S \in S \) and \( S \cap Y = \emptyset \), then there is a set \( \hat{S} \in \hat{S} \) and \( \hat{S} \cap Y = \emptyset \). The definition of representative family can be extended to matroids.

We give efficient computation of representative family both for set systems and matroids. We demonstrate how the efficient construction of representative families can be a powerful tool for designing single-exponential parameterized and exact exponential time algorithms. We also use representative family together with other algorithmic techniques to get (fast) FPT algorithms. All the algorithms we designed using representative family are based on dynamic programming. Often, in dynamic programming, the family of partial solutions can have a representation with size sublinear in the size of the family of partial solutions. One such families are product families; a family \( F \) is the product of \( A \) and \( B \) if \( F = \{ A \cup B : A \in A, B \in B, A \cap B = \emptyset \} \). We give an algorithm for the computation of representative family for product families. Our algorithm, on input an integer \( q \) and families \( A, B \) of sets of sizes \( p_1 \) and \( p_2 \) over a universe of size \( n \), computes a \( q \)-representative family \( F' \) of \( F \). The running time of our algorithm is sublinear in \( |F| \) for many choices of \( A, B \) and \( q \) which occur naturally in several dynamic programming algorithms. Using representative families we obtain the following deterministic algorithms.

1. **Long Directed Cycle.** In the Long Directed Cycle problem we are interested in finding a cycle of length at least \( k \) in a directed graph. We give
an algorithm of running time $O(6.75^k n m n^2 \log n)$ for this problem.

2. **Short Cheap Tour.** In this problem we are given an undirected $n$-vertex graph $G$, $w : E(G) \to \mathbb{N}$ and an integer $k$. The objective is to find a path of length $k$ with minimum weight. We give a $O(2.619^k n \log W)$ time algorithm for Short Cheap Tour, where $W$ is the largest edge weight in the given input graph. We show that our algorithm can be generalized to the more general problem, $k$-Tree.

3. **r-Dimensional Matching.** Given a universe $U := U_1 \uplus \cdots \uplus U_r$, and a $r$-uniform family $\mathcal{F} \subseteq U_1 \times \cdots \times U_r$, the $r$-DIMENTIONAL MATCHING ($(r,k)$-DM) problem asks if $\mathcal{F}$ admits a collection of $k$ mutually disjoint sets. We give an algorithm for the problem running in time $2.619(r-1)k|\mathcal{F}|^{O(1)}$.

4. **Multilinear Monomial Detection.** Here the input is an arithmetic circuit $C$ over $\mathbb{Z}^+$ representing a polynomial $P(X)$ over $\mathbb{Z}^+$. The objective is to test whether $P(X)$ construed as a sum of monomials contain a multilinear monomial of degree $k$. For this problem we give an algorithm of running time $O(3.8408^k 2^{o(k)} s(C) n^2 \log n)$, where $s(C)$ is the size of the circuit.

5. **Minimum Equivalent Graph(MEG).** In this problem we are seeking a spanning subdigraph $D'$ of a given $n$-vertex digraph $D$ with as few arcs as possible in which the reachability relation is the same as in the original digraph $D$. We give a single-exponential exact algorithm, i.e. of running time $2^{O(n)}$, for the problem.

6. **Editing to Connected $f$-Degree Graph.** In this problem we are given a graph $G$, an integer $k$ and a function $f$ assigning integers to vertices of $G$. The task is to decide whether there is a connected graph $F$ on the same vertex set as $G$, such that for every vertex $v$, its degree in $F$ is $f(v)$ and the number of edges in the symmetric difference of $E(G)$ and $E(F)$, is at most $k$. We show that Editing to Connected $f$-Degree Graph parameterized by $k$ is FPT by providing an algorithm solving the problem on an $n$-vertex graph in time $2^{O(k)} n^{O(1)}$.

7. **Dynamic Programming over graphs of bounded treewidth.** We give algorithms with running time $O \left((1 + 2^{\omega-1} \cdot 3)^{tw} tw^{O(1)} n\right)$ for Feedback Vertex Set and Steiner Tree, where $tw$ is the treewidth of the input graph, $n$ is the number of vertices in the input graph and $\omega$ is the matrix multiplication exponent.
We study Matroid Girth and Matroid Connectivity problems on linear matroids representable over a field $\mathbb{F}_q$ in the parameterized complexity framework. We consider the parameters – (i) solution size, $k$, (ii) $\text{rank}(M)$, and (iii) $\text{rank}(M) + q$, where $M$ is the input matroid. We show that these problems are unlikely to be in FPT when parameterized by $k$ or $\text{rank}(M)$. We give fast FPT algorithm for these problems when parameterized by $\text{rank}(M) + q$. We also study Matroid Girth on specific matroids like transversal matroids and gammoids.

Finally, we study Steiner Tree problem parameterized by the number of terminals. We give the first single-exponential time, polynomial-space FPT algorithm for the weighted Steiner Tree problem.
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Part I

Introduction
Chapter 1

Computational Framework

One of the main research in theoretical computer science is designing algorithms to solve problems “efficiently”. Formally a (decision) problem $\Pi$ is defined as a subset of $\Sigma^*$, where $\Sigma$ is a finite alphabet. An algorithm $A$ for a problem $\Pi$ is a finite and ordered set of instructions given to a machine (a computer), which takes as input $x \in \Sigma^*$ (also called an instance of $\Pi$) and decides whether $x \in \Pi$ or not. The efficiency of an algorithm is evaluated using various measures. Two such measures are how fast the algorithm runs and how much memory (space) the algorithm uses. In classical complexity theory the running time and space usage of an algorithm is measured in terms of the length of the input string $x$, denoted by $|x|$. To analyze the running time and space usage theoretically we need to define big-O notation. Given two functions $f(n)$ and $g(n)$, we say $f(n) \in O(g(n))$ (or $f(n) = O(g(n))$), if there exists constants $C$ and $n_0$ such that $f(n) \leq Cg(n)$ for all $n \geq n_0$. For more details about the asymptotic notations the reader is referred to monographs of algorithms like [75, 36]. If there is an algorithm for a problem $\Pi$, which runs in time $n^{O(1)}$, where $n$ is the length of the input (also called the input size), then we say $\Pi$ is polynomial time solvable. If the space usage of an algorithm is bounded by $n^{O(1)}$, where $n$ is the length of the input, then we say that the algorithm is a polynomial space algorithm. In the classical complexity theory, the class P is defined as the set of problems that can be solved in polynomial time. For many problems, despite the intense effort, we were not able to come up with polynomial time algorithms.

For many problems, even though we were not able to get polynomial time algorithm, a polynomial time “verifier” exists– a polynomial time verifier for a problem $\Pi$ is a polynomial time algorithm that takes an instance $x$ of $\Pi$, and a string $y \in \Sigma^*$ (called a certificate for $x$) such that $|y| \in |x|^{O(1)}$ as input and decides whether $x \in \Pi$ or not.
The class of problems which has a polynomial time verifier is defined to be the class NP and clearly $P \subseteq NP$. But the question of “is $NP \subseteq P$?” remains as a notorious open problem in computer science. This leads to the study of intractability theory in algorithms. The intractability theory allows us to group together problems based on its hardness. One of the greatest discovery in computer science is the notion of “reduction” and “completeness” for the class NP. The notion of reduction from a problem $\Pi_1$ to a problem $\Pi_2$ helps us to solve the problem $\Pi_1$ using an algorithm for $\Pi_2$ and thus to conclude that $\Pi_2$ is at least as hard as $\Pi_1$. We briefly explain two kinds of reductions used in the literature.

- A *many-one reduction* (also called *Karp-reduction*) from a problem $\Pi_1$ to a problem $\Pi_2$ is an algorithm which takes an instance $x$ of $\Pi_1$ as input and produces an instance $y$ of $\Pi_2$ with the property that $x \in \Pi_1$ if and only if $y \in \Pi_2$. If the algorithm runs in polynomial time, then we say the reduction is a *polynomial time Karp-reduction*.

- A *Turing-reduction* from a problem $\Pi_1$ to a problem $\Pi_2$ is an algorithm which solves $\Pi_1$ using a subroutine for $\Pi_2$. If the number of steps the algorithm takes excluding the number of steps of the subroutine, but including the number of times the subroutine is called is polynomial in the input size, then we say the reduction is a *polynomial time Turing-reduction*.

A problem $\Pi$ is hard for the class NP (or NP-hard), if any problem in NP can be polynomial time many one reducible to $\Pi$ and the problem $\Pi$ is called NP-Complete if it is in NP as well. Unfortunately many interesting combinatorial problems are NP-Complete. One could observe that any problem in NP can be solved by enumerating all the certificates of the polynomial time verifier (brute force algorithm) for the problem. But can we do better than the brute force algorithm? This leads to study of algorithms in different frameworks rather than focusing only on algorithms which runs in polynomial time and always producing the correct solution. Some such frameworks are exact exponential time algorithms, approximation algorithms, fixed parameter tractability, randomized algorithms etc. Here we would like to mention that approximation algorithms are defined for *optimization problems*.

In this thesis we mainly study the algorithms in the realm of fixed parameter tractability. For brief overview of fixed parameter tractability see Section 1.1. We also design an exact exponential time algorithm for a problem and a brief overview of exact exponential time algorithms is given in Section 1.2. For ease of presentation
for some problems we first design a randomized algorithm and then derandomize it. A brief overview of randomized algorithms is given in Section 1.3.

1.1 Fixed Parameter Tractability

In the classical computational complexity theory the running time of an algorithm is measured in terms of input size and classify problems based on whether they are polynomial time solvable or NP-hard. But in many natural problems, a small parameter compared to the input size may be associated with the input, like solution size of a problem, treewidth of a graph etc, and this can be exploited while designing an algorithm. Formally a parameterized problem Π is a subset of \( \Sigma^* \times \mathbb{N}^+ \), where \( \Sigma \) is a finite alphabet and \( \mathbb{N}^+ \) is the set of positive natural numbers. The second component of the input is called the parameter. We say a parameterized problem Π is fixed parameter tractable (FPT) if there is an algorithm for the problem, runs in time \( f(k)|x|^{O(1)} \) on input \((x,k)\) where \( f \) is an arbitrary function depending only on \( k \). The study of algorithms where the running time of the algorithms measured in terms of multiple variables are referred as Parameterized Complexity in literature.

Like the P versus NP classification in the classical computational complexity theory, parameterized complexity is also enriched with an intractability theory. But for the analog of the complexity class NP, parameterized complexity contains a set of complexity classes which forms a hierarchy, called W-hierarchy. To define the classes in W-hierarchy, we need to define boolean circuits.

Definition 1.1. A boolean circuit is a directed acyclic graph with one out-degree 0 node (called the output node) and each node is labeled in the following way.

- Every node of in-degree 0 is an input node
- Every node of in-degree at least 2 is either an AND-node or an OR-node
- Every node of in-degree 1 is a NOT-node (negation node).

The nodes of in-degree strictly more than 2 is called large nodes. The depth of the circuit is the maximum length of a path from an input node to the output node and the weft of the circuit is the maximum number of large nodes on a path from an input node to the output node.
Assigning 0-1 values to the input nodes of a boolean circuit determines the value of every node in the natural way. If the value of the output node is 1 in an assignment to the input nodes, then we say that the assignment satisfies the circuit. The weight of an assignment is the number of ones assigned to input nodes. Note that given a circuit and an assignment to the input nodes in the circuit, we can check whether the assignment satisfies the circuit in polynomial time. Now we define a class of **Weighted Circuit Satisfiability** problem and parameterized reduction which is crucial to define the W-hierarchy.

**Weighted Circuit Satisfiability** [t, d] (WCS[t, d])

**Parameter:** k

**Input:** A boolean circuit C of depth d and weft t and an integer k

**Question:** Is there a satisfying assignment of weight k for the circuit C

**Definition 1.2.** Let Π₁, Π₂ ⊆ Σ* × N⁺ be two parameterized problems. A parameterized reduction from Π₁ to Π₂ is an algorithm which takes an instance (x₁, k₁) of Π₁ and outputs an instance (x₂, k₂) of Π₂ such that

- (x₁, k₁) ∈ Π₁ if and only if (x₂, k₂) ∈ Π₂,
- k₂ ≤ g(k₁) for some computable function g, and
- the running time of the algorithm is bounded by f(k₁)|x₁|O(1) for some computable function f.

Similar to the Turing reduction in the classical computational complexity, a parameterized Turing reduction from a parameterized problem Π₁ to a parameterized problem Π₂ is an FPT algorithm for Π₁, which takes an instance (x, k) of Π₁ as input and decides (x, k) ∈ Π₁ or not, using a subroutine for Π₂, where the parameter of each subroutine call is bounded by a computable function of k.

**Proposition 1.1.** Let Π₁ and Π₂ be two parameterized problems and there is a parameterized (Turing) reduction from Π₁ to Π₂. If Π₂ is FPT, then Π₁ is also FPT.

Now we define the W-hierarchy.

**Definition 1.3** (W-hierarchy). For t ≥ 1, a parameterized problem Π belongs to the class W[t], if there is parameterized reduction from Π to WCS[t, d] for some constant d ≥ t.
A parameterized problem $\Pi$ is $W[t]$-hard for any $t, d \geq 1$, if there is a parameterized reduction from $WCS[t, d]$ to $\Pi$ and $\Pi$ is $W[t]$-complete if $\Pi$ is in $W[t]$ as well. The classes $FPT \subseteq W[1] \subseteq W[2] \subseteq \cdots$ forms a hierarchy. The following proposition is easy to see.

**Proposition 1.2.** Let $\Pi_1$ and $\Pi_2$ be two parameterized problems. If $\Pi_1$ is $W[t]$-hard for some $t \geq 1$, there is parameterized (Turing) reduction from $\Pi_1$ to $\Pi_2$ and $\Pi_2$ is FPT, then $FPT = W[t]$

As like the P verses NP question, the questions “Is FPT = W[1]?” and “Is $W[t] = W[t + 1]$ for some $t \geq 1?”$ are long standing open problems. It is believed that $FPT \neq W[t]$ for any $t \geq 1$ and it is backed by standard complexity theory assumptions like *Exponential Time Hypothesis* [29].

Parameterized complexity also contains study of compression of problem instances called *kernelization*. But in this thesis we are only dealing with FPT algorithms and $W$-hardness. For more detailed reading about parameterized complexity we refer to monographs [48, 41, 37].

### 1.2 Exact Exponential Time Algorithms

One of the area of study in algorithms is Exact Exponential Time Algorithms. We have mentioned that each problem in NP can be solved by a brute force algorithm. Consider the *Hamiltonian Cycle* problem, where the objective is to test whether the given $n$-vertex $m$-edge graph has a simple cycle containing all the vertices. This can be solved in time $O(n!)$ time by enumerating all the permutation of the vertex set or in time $2^{m}nO(1)$ by enumerating all the edge subsets. But the algorithms of Bellman [9] and Held and Karp [69] from 1960s solves *Hamiltonian Cycle* in time $O(2^n n^2)$, which significantly outperforms the brute force algorithm. In exact algorithms we try to design algorithms which is better than the brute force. In the case of polynomial time algorithm we measure the quality of algorithm in terms of input size. How do we measure the quality of an exact exponential time algorithm?

Consider any graph problem, where the input is a graph on $n$ vertices and $m$ edges. Here the input size is bounded bounded by $O((m + n)\log(m + n))$. Most of the combinatorial problems on graphs has a simple brute force algorithm running in time $2^{O(n+m)}n^{O(1)}$. So, for any graph problem the quality of exact algorithms are measured in terms the number of vertices. If an algorithm for a graph problem runs
in time $2^{O(n)} n^{O(1)}$, then we say it is an *Exact Exponential Time* algorithm. For more details about the exact exponential time algorithm we refer to the monograph [53].

### 1.3 Randomized Algorithms

In randomized algorithms, algorithm will have access to random bits and it uses these random bits to produce the output. There are mainly two kinds of randomized algorithms studied in the literature.

- **Monte Carlo algorithms.** In Monte Carlo algorithms, the algorithm runs in bounded time or space, but have a chance of producing incorrect output. The most basic randomized complexity class is RP, which is the class of decision problems for which there is a polynomial time randomized algorithm which recognizes No-instances with probability 1 and recognizes Yes-instances with a probability of at least 1/2.

- **Las Vegas algorithms.** In Las Vegas algorithms, the algorithm always produces correct output and the expected running time is bounded. The class of decision problems having algorithms with polynomial time average case running time whose output is always correct are said to be ZPP.

In this thesis we design Monte Carlo algorithms for parameterized problems running in FPT time, with one sided error. That is the algorithm will recognizes No-instances with probability 1 and recognizes Yes-instances with a probability of at least 1/2. For more details about randomized algorithms we refer to the monograph [96].
Chapter 2

Organization of the thesis

In this chapter we explain how the rest of the thesis is organized. In Chapter 3 we give basic definitions and notations used in the thesis, which include notations from sets, functions, graphs and polynomials. In Chapter 4, we give basics about matroids, linear representation of matroids and lists some examples of matroids which we used in our algorithmic applications. In Chapter 5, we define and give known constructions about coloring families like family of perfect hash functions and universal sets, which are used extensively to derandomize algorithms. In this chapter we also define lopsided universal sets and generalized universal sets. Both the coloring families and the ideas used to construct these families are used in later chapters in the thesis like to construct representative family in set systems (Chapter 7) and derandomization of algorithm in Chapter 15. In Chapter 6, we define the main algorithmic tool used in the thesis, representative families, and give motivation to study it. We also talk about previous results about the construction representative families both in set systems and linear matroids.

In Part II we give efficient construction and many applications of representative families in set system. In Chapter 7 we give an efficient algorithm to compute representative families in set system and in Chapters 8,9 and 10 we show its applicability in the field of parameterized algorithms. The results in Chapters 7, 8 and 9 are from the paper [54]. The Chapter 10 is based on the paper [66]. In Chapter 11, we give a faster algorithm to compute representative family for a product family. This computation can be used to design fast FPT algorithms. We show such an example in Chapter 12 by giving an algorithm for detecting a multilinear term on $k$ variables, given an arithmetic circuit $C$ representing $n$-variate polynomial over $\mathbb{Z}^+$, running in time $O(3.8408^k2^{o(k)}s(C)n \log n)$, where $s(C)$ is the size of the circuit $C$. The results
In chapters 11 and 12 are from the paper [55].

In Part III, we generalize representative families to matroids and see many applications using representative families in matroids which have linear representations. In Chapter 13 we give a fast algorithm to compute a representative family of a family of independent sets in a linear matroid. In Chapter 14, we give an exact exponential time algorithm for a problem MINIMUM EQUIVALENT GRAPH using representative families in linear matroids. In Chapter 15, we prove that EDITING TO CONNECTED $f$-DEGREE GRAPH is $\text{FPT}$ (we refer to the chapter for definition of the problem) using an algorithm which uses both representative family in a linear matroid and color coding. The results in the Chapters 13 and 14 are based on the paper [54]. The results in the Chapter 15 are from the paper [49]. In Chapter 16 we give faster algorithm to compute representative family of a product family in a linear matroid and in Chapters 17 and 18 we show its applications. The results in Chapters 16, 17 and 18 are from the paper [55].

In Part IV we study problems on matroids like MATROID GIRTH and MATROID CONNECTIVITY in linear matroids for various natural parameters like solution size, rank of the input matroid and field size. For these parameters we either prove $\text{W}[1]$-hardness or give fast $\text{FPT}$ algorithms. We had a fast $\text{FPT}$ algorithm for MATROID GIRTH in linear matroids when parameterized by the rank of the matroid and field size of the underlying linear representation of the matroid, using representative family. Later we designed a faster $\text{FPT}$ algorithm for the problem using MacWilliams identity from coding theory. In Chapter 19 we included the algorithm using MacWilliams identity and studied the same problem on specific matroids like transversal matroids and gammoids. In Chapter 20 we study MATROID CONNECTIVITY in linear matroids for various natural parameters. The results in Part IV are from the paper [104].

In Part V we give the first polynomial space single exponential $\text{FPT}$ algorithm for weighted STEINER TREE algorithm. Our algorithm is a combination of branching and dynamic programming using combinatorial facts about balanced separators in trees. This part is based on the paper [52].

In Chapter 22, we conclude the thesis by giving some open problems.
Chapter 3

Preliminaries

3.1 Sets, Families and Functions

Let $U$ be a set. We use $2^U$, $(U_i)$ and $(U\leq i)$ to denote the family of all subsets of $U$, the family of all subsets of size $i$ of $U$ and the family of all subsets of size at most $i$ of $U$ respectively. A family $\mathcal{F}$ of subsets of $U$ is called a $p$-family if for all $X \in \mathcal{F}$, $|X| = p$. We use $\mathbb{N}$ and $\mathbb{N}^+$ to denote the set of natural numbers and the set of positive natural numbers respectively. We use $[n]$ to denote the set $\{1, \ldots, n\}$. For an integer $n$, we use $\mathbb{Z}_n$ to denote the set $\{0, 1, \ldots, n-1\}$. For a prime number $p$, $\mathbb{Z}_p$ form a field with field addition and multiplication operations being addition and multiplication modulo $p$ respectively.

**Definition 3.1.** Given two families of sets $\mathcal{L}_1$ and $\mathcal{L}_2$, we define

\[
\mathcal{L}_1 \circ \mathcal{L}_2 = \{X \cup Y \mid X \in \mathcal{L}_1, Y \in \mathcal{L}_2\}
\]

\[
\mathcal{L}_1 \bullet \mathcal{L}_2 = \{X \cup Y \mid X \in \mathcal{L}_1, Y \in \mathcal{L}_2, X \cap Y = \emptyset\}
\]

For a function $f$ from a domain $D$ to a range $R$ and $y \in R$, we use $f^{-1}(y)$ to denote the set $\{x \in D \mid f(x) = y\}$. If $f$ is a function from a set $X$ to a set $Y$ and $g$ is a function from the set $Y$ to a set $Z$, then the composite function denoted by $g \circ f$, from $X$ to $Z$ is defined as $(g \circ f)(x) = g(f(x))$. We call a function $f : 2^U \to \mathbb{N}$, *additive* if for any subsets $X$ and $Y$ of $U$ we have that $f(X) + f(Y) = f(X \cup Y) - f(X \cap Y)$. For a function $w : U \to \mathbb{N}$ and $S \subseteq U$, we use $w(S)$ to denote the number $\sum_{s \in S} w(s)$. We use $\omega$ to denote the matrix multiplication exponent. The current best known bound on $\omega < 2.373$ [120].
3.2 Graphs and Directed Graphs

We use “graph” to denote simple graphs without self-loops, directions, or labels, and “directed graph” or “digraph” for simple directed graphs without self-loops or labels. We use standard terminology from the books of Diestel [39], and Bang-Jensen and Gutin [7] for graph-related terms about undirected graphs and directed graphs respectively, which we do not explicitly define here. In general we use $G$ to denote a graph and $D$ to denote a digraph.

We use $V(G)$ and $E(G)$, respectively, to denote the vertex and edge sets of a graph $G$. We also use $G = (V,E)$ to denote a graph $G$ with vertex set $V$ and edge set $E$. We use $\overline{E(G)}$ to denote the set $\left(\binom{V(G)}{2}\right) \setminus E(G)$. For a vertex $v \in V(G)$, we use $E_G(v)$ to denote the set of edges of $E(G)$ incident to $v$, $\overline{E_G(v)}$ to denote the set of non-edges of $E(G)$ incident to $v$, and $d_G(v)$ to denote $|E_G(v)|$, i.e., the degree of vertex $v$. A graph $G'$ is a subgraph of $G$ if $V(G') \subseteq V(G)$ and $E(G') \subseteq E(G)$. The subgraph $G'$ is called an induced subgraph of $G$ if $E(G') = \{uv \in E(G) \mid u,v \in V(G')\}$, in this case, $G'$ is also called the subgraph induced by $V(G')$ and denoted by $G[V(G')]$. For a vertex set $S$, by $G - S$ we denote $G[V(G) \setminus S]$. By $N_G(u)$ we denote (open) neighborhood of $u$, that is, the set of all vertices adjacent to $u$. Similarly, by $N_G[u] = N_G(u) \cup \{u\}$ we define the closed neighborhood. For a subset $S \subseteq V(G)$, we define $N_G[S] = \cup_{v \in S} N_G[v]$ and $N_G(S) = N_G[S] \setminus S$. If the graph $G$ is clear in the context then we may remove the subscript $G$ from the notation. For an edge set $E' \subseteq E(G)$, we use (i) $V(E')$ to denote the set of end vertices of the edges in $E'$, (ii) $G - E'$ to denote the subgraph $G' = (V(G), E(G) \setminus E')$ of $G$, and (iii) $G[E']$ to denote the subgraph $(V(E'), E')$ of $G$. For a subset $B \subseteq \overline{E(G)}$, we use $G + B$ to denote the graph $G' = (V(G), E(G) \cup B)$. We say an edge $e \in E(G)$ is a bridge if $G - \{e\}$ has more connected components than $G$.

We use $V(D)$ and $A(D)$ respectively, to denote the vertex and arc sets of a digraph $D$. We use $U(D)$ denote the underlying undirected graph of $D$. A vertex $u$ of $D$ is an in-neighbor (out-neighbor) of a vertex $v$ if $uv \in A(D)$ ($vu \in A(D)$, respectively). We denote the set of in-neighbors and out-neighbors of a vertex $v$ by $N_D^-(v)$ and $N_D^+(v)$ correspondingly. The in-degree $d_D^-(v)$ (out-degree $d_D^+(v)$) of a vertex $v$ is the number of its in-neighbors (out-neighbors). For $v \in V(D)$ we use $\text{In}_D(v)$ and $\text{Out}_D(v)$ to denote the sets of in-coming and out-going arcs incident with $v$ respectively. If the digraph $D$ is clear from the context, then we may remove the subscript $D$ from the notation. Given a subset $V' \subseteq V(D)$ of a digraph $D$, let $D[V']$ denote the digraph induced by $V'$. A digraph $D$ is strong if for every pair $x, y$ of vertices there
are directed paths from \( x \) to \( y \) and from \( y \) to \( x \). A maximal strongly connected subdigraph of \( D \) is called a strong component. A closed directed walk in a digraph \( D \) is a sequence \( v_0v_1\cdots v_\ell \) of vertices of \( D \), not necessarily distinct, such that \( v_0 = v_\ell \) and for every \( 0 \leq i \leq \ell - 1 \), \( v_iv_{i+1} \in A(D) \).

If \( P \) is a path from vertex \( u \) to vertex \( v \) in graph \( G \) (or in digraph \( D \)) then we say that (i) \( P \) connects \( u \) and \( v \), (ii) \( u, v \) are, respectively, the initial vertex and the final vertex of \( P \), and (iii) \( u, v \) are the end vertices of path \( P \). Let \( P_1 = x_1x_2\ldots x_r \) and \( P_2 = y_1y_2\ldots y_s \) be two edge-disjoint paths in a graph \( G \). If \( x_r = y_1 \) and \( V(P_1) \cap V(P_2) = \{x_r\} \), then we use \( P_1P_2 \) to denote the path \( x_1x_2\ldots x_ry_2\ldots y_s \).

For a path \( P = u_1u_2\ldots u_\ell \) in a graph \( G \), we use \( \overrightarrow{P} \) to denote the reverse path \( u_\ell u_{\ell-1}\ldots u_1 \). A path system \( \mathcal{P} \) in graph \( G \) (resp., digraph \( D \)) is a collection of paths in \( G \) (resp. in \( D \)), and it is edge-disjoint if no two paths in the system share an edge. We use \( V(\mathcal{P}) \) and \( E(\mathcal{P}) \) (\( A(\mathcal{P}) \) for path system in digraph) for the set of vertices and edges, respectively, in a path system \( \mathcal{P} \).

### 3.3 Polynomials

A polynomial over a field \( F \) is an expression consisting of variables and coefficients from the field \( F \), that involves the operations of additions and multiplications. An example of a polynomial on two variables \( x \) and \( y \) over the field of irrational numbers is \( P(x,y) = x^2 + xy - 3y \). A monomial \( Z = x_1^{s_1}\cdots x_n^{s_n} \) of a polynomial \( P(x_1,\ldots,x_n) \) is called multilinear if \( s_i \in \{0,1\} \) for all \( i \in \{1,\ldots,n\} \). We say a monomial \( Z = x_1^{s_1}\cdots x_n^{s_n} \) as \( k \)-multilinear term, if \( Z \) is multilinear and \( \sum_{i=1}^{n} s_i = k \). In algorithms, polynomials are generally represented using arithmetic circuits.

**Definition 3.2.** An arithmetic circuit \( C \) over a commutative ring \( R \) is a simple labelled directed acyclic graph with its internal nodes are labeled by + or \( \times \) and leaves (in-degree zero nodes) are labeled from \( X \cup R \), where \( X = \{x_1, x_2, \ldots, x_n\} \), a set of variables. There is a node of out-degree zero, called the root node or the output gate. The size of \( C \), \( s(C) \) is the number of vertices in the graph.
Chapter 4

Matroids

In this chapter we give definitions related to matroids. For a broader overview on matroids we refer to [103].

Definition 4.1. A pair $M = (E, \mathcal{I})$, where $E$ is a ground set and $\mathcal{I}$ is a family of subsets (called independent sets) of $E$, is a matroid if it satisfies the following conditions:

(I1) $\emptyset \in \mathcal{I}$.

(I2) If $A' \subseteq A$ and $A \in \mathcal{I}$ then $A' \in \mathcal{I}$.

(I3) If $A, B \in \mathcal{I}$ and $|A| < |B|$, then there is $e \in (B \setminus A)$ such that $A \cup \{e\} \in \mathcal{I}$.

The axiom (I2) is also called the hereditary property and a pair $(E, \mathcal{I})$ satisfying only (I2) is called hereditary family. An inclusion wise maximal set of $\mathcal{I}$ is called a basis of the matroid. Using axiom (I3) it is easy to show that all the bases of a matroid have the same size. A set $D \subseteq E$ is called a dependent set if $D$ is not an independent set in $M$, i.e., $D \notin \mathcal{I}$. The cardinality of the smallest dependent set of a matroid $M$ is called the girth of $M$, denoted by $g(M)$.

Rank and rank function of a matroid. Let $M = (E, \mathcal{I})$ be a matroid. The rank of a subset $S \subseteq E$ is the maximum cardinality of an independent set contained in $S$. The rank function $r_M$ of $M$ maps each subset of its ground set to its rank. That is $r_M : 2^E \to \mathbb{N}^+ \cup \{0\}$ such that $r_M(S) = \max\{|S'| : S' \subseteq S, S' \in \mathcal{I}\}$. From the definition of rank function $r_M$ of $M$, it is clear that $r_M(E)$ is the cardinality of a basis of $M$. This number is called the rank of the matroid $M$, and is denoted
by \( \text{rank}(M) \). That is, \( \text{rank}(M) = r_M(E) \). Some times we use \( r \) to denote the rank function of a matroid \( M \) instead of \( r_M \), if it is clear from the context. The closure \( \text{cl}(A) \) of a subset \( A \) of \( E \) is the set \( \text{cl}(A) = \{ x \in E : r_M(A) = r_M(A) \cup \{x\} \} \).

**Contraction.** For \( X \subseteq E \), the contraction of \( M \) by \( X \), written \( M/X \), is the matroid on the underlying set \( E \setminus X \) whose rank function \( r_{M/X} : 2^{E \setminus X} \to \mathbb{N}^+ \cup \{0\} \) is defined as follows. For all \( A \subseteq E \setminus X \), \( r_{M/X}(A) = r_M(A \cup X) - r_M(X) \).

**Dual of a matroid.** The dual of a matroid \( M = (E, \mathcal{I}) \) is a matroid, denoted by \( M^* \), which has the same ground set as \( M \) and a subset \( A \subseteq E \) is independent in \( M^* \) if and only if there is a basis of \( M \) which is disjoint from \( A \). In other words, a set \( B \) is a basis of \( M^* \) if and only if \( E \setminus B \) is a basis of \( M \). For a matroid \( M = (E, \mathcal{I}) \), it follows from the definition of dual of a matroid and rank of a matroid that \( \text{rank}(M) + \text{rank}(M^*) = |E| \). The following proposition gives the relation between the rank function of a matroid and that of its dual.

**Proposition 4.1** ([103]). Let \( r_M \) and \( r_{M^*} \) be the rank functions associated with a matroid \( M = (E, \mathcal{I}) \) and its dual respectively. Then for any \( S \subseteq E \), \( r_{M^*}(S) = |S| - r_M(E) + r_M(E \setminus S) \).

**k-separation and connectivity of a matroid.** Let \( M = (E, \mathcal{I}) \) be a matroid and \( r \) be the rank function associated with it. A \( k \)-separation of \( M \) is a partition \((X, Y)\) of \( E \) such that \( |X| \geq k, |Y| \geq k \) and \( r(X) + r(Y) - r(E) \leq k - 1 \). The connectivity of \( M \), denoted by \( \kappa(M) \), is the smallest \( k \) such that \( M \) has a \( k \)-separation.

### 4.1 Linear Matroids and Representable Matroids

Let \( A \) be a matrix over an arbitrary field \( \mathbb{F} \) and let \( E \) be the set of columns of \( A \). For \( A \), we define matroid \( M = (E, \mathcal{I}) \) as follows. A set \( X \subseteq E \) is independent (that is \( X \in \mathcal{I} \)) if the corresponding columns are linearly independent over \( \mathbb{F} \). The matroids that can be defined by such a construction are called *linear matroids*, and if a matroid can be defined by a matrix \( A \) over a field \( \mathbb{F} \), then we say that the matroid is representable over \( \mathbb{F} \). That is, a matroid \( M = (E, \mathcal{I}) \) of rank \( d \) is representable over a field \( \mathbb{F} \) if there exist vectors in \( \mathbb{F}^d \) corresponding to the elements such that linearly independent sets of vectors correspond to independent sets of the matroid. A matroid \( M = (E, \mathcal{I}) \) is called *representable* or *linear* if it is representable over
some field $\mathbb{F}$. Following lemma shows that, we can get a linear representation of a matroid from its dual in polynomial time.

**Lemma 4.1** ([103]). If $M$ is a representable matroid over a field $\mathbb{F}$, then the dual of $M$ is also representable over $\mathbb{F}$. Moreover, given a linear representation of $M$ over $\mathbb{F}$, we can compute a linear representation of $M^*$ over the same field in polynomial time.

### 4.2 Direct Sum of Matroids.

Let $M_1 = (E_1, \mathcal{I}_1), M_2 = (E_2, \mathcal{I}_2), \ldots, M_t = (E_t, \mathcal{I}_t)$ be $t$ matroids with $E_i \cap E_j = \emptyset$ for all $1 \leq i \neq j \leq t$. The direct sum $M_1 \oplus \cdots \oplus M_t$ is a matroid $M = (E, \mathcal{I})$ with $E := \bigcup_{i=1}^t E_i$ and $X \subseteq E$ is independent if and only if $X \cap E_i \in \mathcal{I}_i$ for all $i \leq t$. Let $A_i$ be the representation matrix of $M_i = (E_i, \mathcal{I}_i)$. Then,

$$A_M = \begin{pmatrix}
A_1 & 0 & 0 & \cdots & 0 \\
0 & A_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & A_t
\end{pmatrix}$$

is a representation matrix of $M_1 \oplus \cdots \oplus M_t$. The correctness of this construction is proved in [93].

**Proposition 4.2** ([93, Proposition 3.4]). Given linear representations of matroids $M_1, \ldots, M_t$ over the same field $\mathbb{F}$, a representation of their direct sum can be found in polynomial time.

### 4.3 Truncation and elongation of a Matroid.

**Definition 4.2.** The $t$-truncation of a matroid $M = (E, \mathcal{I})$ is a matroid $M' = (E, \mathcal{I}')$ such that $S \subseteq E$ is independent in $M'$ if and only if $|S| \leq t$ and $S$ is independent in $M$ (that is $S \in \mathcal{I}$). We use $M_t$ to denote the $t$-truncation of a matroid $M$.

**Definition 4.3.** The $\ell$-elongation of a matroid, where $\ell > \text{rank}(M)$ is defined as a matroid $M' = (E, \mathcal{I}')$ such that $S \subseteq E$ is a basis in $M'$ if and only if, $r_M(S) = r_M(E)$ and $|S| = \ell$. We use $M(\ell)$ to denote the $\ell$-elongation of a matroid $M$. 


Lemma 4.2 ([85]). Given a \( n \times m \) matrix \( A_M \) over a field \( \mathbb{F} \), which is a linear representation of a matroid \( M \), there is a deterministic algorithm running in \( \mathcal{O}(nm) \) field operations over \( \mathbb{F} \) and computes linear representations of \( t \)-truncation of \( M \), \( M_t \) and \( t \)-elongation of \( M \), \( M(t) \) over a field \( \mathbb{F}(X) \).

4.4 Examples of Matroids

4.4.1 Uniform and Partition Matroids

A pair \( M = (E, \mathcal{I}) \) over an \( n \)-element ground set \( E \), is called a uniform matroid if the family of independent sets is given by \( \mathcal{I} = \{ A \subseteq E \mid |A| \leq k \} \), where \( k \) is some constant. This matroid is also denoted as \( U_{n,k} \). Every uniform matroid is linear and can be represented over a finite field by a \( k \times n \) matrix \( A_M \) where the \( A_M[i, j] = j^{i-1} \).

\[
A_M = \begin{pmatrix}
1 & 1 & 1 & \cdots & 1 \\
1 & 2 & 3 & \cdots & n \\
1 & 2^2 & 3^2 & \cdots & n^2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 2^{k-1} & 3^{k-1} & \cdots & n^{k-1}
\end{pmatrix}
\]

Matrix \( A_M \) is called Vandermonde matrix. Observe that for \( U_{n,k} \) to be representable over a finite field \( \mathbb{F} \), we need that the determinant of each \( k \times k \) submatrix of \( A_M \) must not vanish over \( \mathbb{F} \). Observe that any \( k \) columns corresponding to \( x_{i_1}, \ldots, x_{i_k} \) itself form a Vandermonde matrix, whose determinant is given by

\[
\prod_{1 \leq j < \ell \leq k} (x_{i_j} - x_{i_\ell}).
\]

Combining this with the fact that \( x_1, \ldots, x_n \) are \( n \) distinct elements of \( \mathbb{F} \), we conclude that every subset of size at most \( k \) of the ground set is independent, while clearly each larger subset is dependent. Thus, choosing a field \( \mathbb{F} \) of size larger than \( n \) suffices. Note that this means that a representation of the uniform matroid \( U_{n,k} \) can be stored using \( \mathcal{O}(\log n) \) bits.

A partition matroid \( M = (E, \mathcal{I}) \) is defined by a ground set \( E \) being partitioned into (disjoint) sets \( E_1, \ldots, E_\ell \) and by \( \ell \) non-negative integers \( k_1, \ldots, k_\ell \). A set \( X \subseteq E \) is independent if and only if \( |X \cap E_i| \leq k_i \) for all \( i \in \{1, \ldots, \ell\} \). Observe that a
partition matroid is a direct sum of uniform matroids $U_{|E_1|,k_1}, \ldots, U_{|E_\ell|,k_\ell}$. Thus, by Proposition 4.2 and the fact that a uniform matroid $U_{n,k}$ is representable over a field $F$ of size larger than $n$, we have that.

**Proposition 4.3** ([93, Proposition 3.5]). A representation over a field of size $O(|E|)$ of a partition matroid can be constructed in polynomial time.

### 4.4.2 Graphic and Co-graphic Matroids

**Definition 4.4.** Given a graph $G$, a graphic matroid $M = (E, \mathcal{I})$ is defined by taking elements as edges of $G$ (that is $E = E(G)$) and $F \subseteq E(G)$ is in $\mathcal{I}$ if it forms a spanning forest in the graph $G$. The dual of graphic matroid is called co-graphic matroid. For a graph $G$, we use $M_G$ and $\mathcal{M}_G^*$ to denote the graphic matroid and co-graphic matroid associated with the graph $G$ respectively.

The graphic matroid and co-graphic matroid are representable over any field of size at least 2. Consider the matrix $A_M$ with a row for each vertex $i \in V(G)$ and a column for each edge $e = ij \in E(G)$. In the column corresponding to $e = ij$, all entries are 0, except for a 1 in $i$ or $j$ (arbitrarily) and a $-1$ in the other. This is a representation over reals. To obtain a representation over a field $F$, one simply needs to take the representation given above over reals and simply replace all $-1$ by the additive inverse of 1.

**Proposition 4.4** ([103]). Graphic matroids and co-graphic matroids are representable over any field of size at least 2.

Let $G$ be a graph with $\ell$ connected components. Then from the definition of the graphic matroid $M_G$ and the dual of a matroid, we have that any set $F \subseteq E(G)$ is independent in the co-graphic matroid $\mathcal{M}_G^*$ if and only if $G - F$ has exactly $\ell$ connected components. If $G$ is a connected graph, then $F \subseteq E(G)$ is independent in $\mathcal{M}_G^*$ if and only if $G - F$ is connected.

### 4.4.3 Transversal matroids

Let $G$ be a bipartite graph with the vertex set $V(G)$ being partitioned as $A$ and $B$. The transversal matroid $M$ of $G$ has $A$ as its ground set, and a subset $X \subseteq A$ is independent in $M$ if and only if there is a matching that covers $X$. That is, $X$ is
independent if and only if there is an injective mapping $\phi : X \to B$ such that $\phi(v)$ is a neighbor of $v$ for every $v \in X$.

4.4.4 Gammoid and Strict Gammoid

Let $D$ be a directed graph. For $S, T \subseteq V(D)$, the set $T$ is linked to $S$ if there exist $|T|$ vertex-disjoint paths from $S$ to $T$, where the end points of the paths are also disjoint. For a fixed $S, V' \subseteq V(D)$, a gammoid is a matroid with ground set $V'$, where $A \subseteq V'$ is independent if and only if $A$ is linked to $S$. When $V' = V(D)$, the gammoid is called strict gammoid, and is denoted by the pair $(D, S)$. 
Chapter 5

Pseudo Random Objects

In this chapter we discuss the \((n,k,l)\)-family of perfect hash functions and \((n,k)\)-universal sets which are family of functions satisfying some properties. Here we are interested in constructing an \((n,k,k)\)-family of perfect hash functions and \((n,k)\)-universal sets of size as small as possible, because we want to use these objects to derandomize algorithms whose running time will depend on the size of these objects. FKS Hashing can be used to create \((n,k,k)\)-family of perfect hash functions of size \(2^{O(k)} \log^2 n\) \cite{59,113}. Since in parameterized complexity we are concerned about the the base of the exponential function, we describe another construction of \((n,k,k)\)-family of perfect hash functions of size \(c^kk^{O(\log k)} \log^2 n\) via splitters \cite{100}. In Section 5.1, we define these objects and splitters. Since construction of \((n,k,k)\)-family of perfect hash functions using splitters uses the \((n,k,k^2)\)-family of perfect hash functions constructed using FKS Hashing, we describe this construction in Section 5.2. In Section 5.3, we describe the construction of \((n,k,k)\)-family of perfect hash functions and \((n,k)\)-universal sets using splitters. In Section 5.4 we define lopsided universal sets and generalized universal sets and explain its efficient construction. The lopsided universal sets and generalized universal sets can be used to derandomize algorithms more efficiently in some situations.

5.1 Definitions

**Definition 5.1.** An \((n,k,l)\)-splitter \(H\) is a family of functions from \([n]\) to \([l]\) such that for all \(S \in \binom{[n]}{k}\), there is an \(h \in H\) that splits \(S\) perfectly, i.e., into equal sized parts \(h^{-1}(j) \cap S\), \(j = 1, 2, \ldots, l\) (or as equal as possible, if \(l\) does not divide \(k\)).
Definition 5.2. Let $H$ be a family of functions from $[n]$ to $[l]$. The family $H$ is an $(n,k,l)$-family of perfect hash functions if for all $S \in \binom{[n]}{k}$, there is an $h \in H$ which is one-to-one on $S$. Notice that an $(n,k,l)$-family of perfect hash functions is a $(n,k,l)$-splitter, where $l \geq k$.

Definition 5.3. A set of vectors $T \subseteq \{0,1\}^n$ is called $(n,k)$-universal sets (or $n$-$k$-universal family), if for any index set $S \subseteq [n]$ with $|S| = k$, the projection of $T$ on $S$ contains all possible $2^k$ configurations. In other words, a family $F$ of sets over a universe $U$ of size $n$, is an $n$-$k$-universal family if for every set $A \in \binom{U}{k}$ and every subset $A' \subseteq A$ there is some set $F \in F$ whose intersection $F \cap A$ is exactly $A'$.

For the construction of pseudo random objects we need to define the notion of $k$-wise independent random variables from the probability theory.

Definition 5.4 ($k$-wise independent). Random variables $X_1 X_2 ... X_n$ from a sample space $A_1 \times ... \times A_n$ is said to be $k$-wise independent if for any $k$ positions $i_1 < i_2 < ... < i_k$ and $a_1 \in A_{i_1}, ..., a_k \in A_{i_k}$, we have

$$\Pr[X_{i_1} = a_1 \land ... \land X_{i_k} = a_k] = \prod_{j=1}^{k} \Pr[X_{i_j} = a_j]$$

Proposition 5.1 ([3]). There exists a $k$-wise independent probability space $H_{n,k,b} \subseteq [b]^n$, with each random variable taking values from $[b]$, of size $O(n^k)$, and it can be constructed in time linear in the output size.

5.2 FKS Hashing

In this section we discuss about an explicit construction of an $(n,k,k^2)$-family of perfect hash functions developed in [59]. Consider the case where we want to construct a family of hash functions $H$ from $[n]$ to $[l]$, where $l \geq k$, such that for any subset $S \in \binom{[n]}{k}$, there exists $h \in H$ such that $h$ is one-to-one on $S$.

Lemma 5.1 ([59]). Fix a prime number $p$, such that $n < p < 2n$. Let $S \in \binom{[n]}{k}$ and $a \in \mathbb{Z}_p^*$ and $l \geq k$. Let $B(l,S,a,j) = |\{x \mid x \in S \text{ and } (ax \mod p) \mod l = j\}|$ for all $0 \leq j \leq l - 1$. In other words, $B(l,S,a,j)$ is the number of times the value $j$ is attained by the function $x \mapsto (ax \mod p) \mod l$ when $x$ is restricted to $S$. Then
there exists $a \in \mathbb{Z}_p^*$ such that

$$\sum_{j=0}^{l-1} \frac{B(l, S, a, j)}{2} < \frac{k^2}{l}$$

(5.1)

Hence we get the following corollary.

**Corollary 5.1** ([59]). For all $S \in \binom{[n]}{k}$, there exist $a \in \mathbb{Z}_p^*$ such that the mapping $x \to (ax \mod p) \mod k^2$ is one-to-one when restricted to $S$. In other words there exists an $(n, k, k^2)$-family of perfect hash functions of size $\mathcal{O}(n)$ and it can be constructed in time $\mathcal{O}(n)$.

The following lemma can be proved using Lemma 5.1.

**Lemma 5.2** ([59]). For all $S \in \binom{[n]}{k}$, there exists $a \in \mathbb{Z}_p^*$ such that

$$\sum_{j=0}^{k-1} B(k, S, a, j)^2 < 3k.$$

Using prime number theorem one can prove that an $(n, k, l)$-family of perfect hash functions of size $\mathcal{O}(k^2 \log n)$ can be constructed in time $(k \cdot \log n)^{O(1)}$, where $l < k^2 \log n$.

**Lemma 5.3** ([59]). Let $S \in \binom{[n]}{k}$. Then there exists a prime $p < k^2 \log n$ such that the function $\lambda_p : x \to x \mod p$ is one-to-one on $S$, i.e., for all $x, y \in S$ with $x \neq y$, $x \mod p \neq y \mod p$.

Since primality testing can be done in polynomial time [1] and number of primes less than $x$ is approximately equal to $\frac{x}{\log x}$, we get the following corollary.

**Corollary 5.2.** An $(n, k, l)$-family of perfect hash functions of size $\mathcal{O}(\frac{k^2 \log n}{\log(k \log n)})$ can be constructed in time $k^2 \log n \cdot (\log(k \log n))^{O(1)}$, where $l < k^2 \log n$.

**Theorem 5.1.** An $(n, k, k^2)$-family of perfect hash functions of size $\mathcal{O}(\frac{k^4 \log^2 n}{\log(k \log n)})$ can be constructed in time $k^{O(1)} n \log^2 n$.

**Proof.** Let $H_1$ be $(n, k, k^2 \log n)$-family of perfect hash functions of size $\mathcal{O}(\frac{k^2 \log n}{\log(k \log n)})$ constructed as mentioned in Corollary 5.2. Let $H_2$ be $(k^2 \log n, k, k^2)$-family of perfect hash functions of size $\mathcal{O}(k^2 \log n)$ constructed as mentioned in Corollary 5.1. Now consider the family of functions $H = \{g \circ f | f \in H_1, g \in H_2\}$. we claim that
$H$ is $(n, k, k^2)$-family of perfect hash functions because for any $S \in \binom{[n]}{k}$ there exist a function that maps elements of $S$ to distinct values in $[k^2 \log n]$ and there exist a function in $H_2$ that maps these distinct values to distinct values in $[k^2]$. Since $|H_1| = \mathcal{O}(\frac{k^2 \log n}{\log(k \log n)})$ and $|H_2| = \mathcal{O}(k^2 \log n)$, the size of $H$ is $\mathcal{O}(\frac{k^4 \log^2 n}{\log(k \log n)})$. The time to output $H_1$ and $H_2$ is bounded by $k^2 \log n \cdot (\log(k \log n))^{O(1)}$. The time to output all the functions in $H$ is equal to $\mathcal{O}(|H| \cdot n) = k^{O(1)} n \log^2 n$ multiplication operations.

Alon et al. [4] give another efficient constructions of $(n, k, k^2)$-perfect families of hash functions:

**Theorem 5.2 ([4]).** For any universe $U$ of size $n$ there is a $(n, k, k^2)$-perfect family $f_1, \ldots, f_t$ of hash functions from $U$ to $[k^2]$ with $t = \mathcal{O}(k^{O(1)} \cdot \log n)$. Such a family of hash functions can be constructed in time $\mathcal{O}(k^{O(1)} n \log n)$.

### 5.3 Splitters

In this section we describe about the construction of $(n, k, k)$-family of perfect hash functions and $(n, k)$-universal sets using $(n, k, l)$-splitters. In all three combinatorial objects- $(n, k, k)$-family of perfect hash functions, $(n, k)$-universal sets and $(n, k, l)$-splitters, our objective is to find a set of vectors of length $n$ over an alphabet of size $b$ (in case of $(n, k, k)$-family of perfect hash functions $b = k$, in case of $(n, k)$-universal sets $b = 2$ and in case of $(n, k, l)$-splitters $b = l$) such that for any $k$ out of $n$ indices, we will find some “nice” configurations. This generalized problem is called $k$-restriction problem. We will describe it formally in Section 5.3.1 and explain how these problems will fall into $k$-restriction problem. In Section 5.3.3 and Section 5.3.4 we construct $(n, k, k)$-family of perfect hash functions and $(n, k)$-universal sets respectively using the solution of $k$-restriction problem developed in Section 5.3.2 and using FKS hashing.

#### 5.3.1 $k$-restriction problem

$k$-restriction problem is formally defined as follows
**k-restriction problem**

**Input:** Positive integers \( b, k, n \) and a list \( C = C_1, C_2, \ldots, C_m \) where \( C_i \subseteq [b]^k \) and with the collection \( C \) being invariant under permutation of \([k]\)

**Output:** Collection of vectors \( V \subseteq [b]^n \) such that \( \forall S \subseteq [n] \text{ with } |S| = k \) and \( \forall j : 1 \leq j \leq m, \exists v \in V \text{ such that projection of } v \text{ on } S, v(S) \in C_j \)

An important parameter of **k-restriction problem** is \( c = \min_{1 \leq i \leq m} |C_j| \). We call \( c/b^k \) the **density** of the problem. Now we explain how the combinatorial objects which we defined in Section 5.1, fall into the category of **k-restriction problem**.

1. **(n,k,l)-splitters.** To specify splitters as **k-restriction problem**, let \( b = l \) and let \( C \) consist of one set \( C_1 \) containing all vectors from \([b]^k\) such that each value in \([b]\) appears exactly \( k/l \) times (if \( l \) does not divide \( k \), then some values in \([b]\) appear \( \lceil k/l \rceil \) times and some appear \( \lfloor k/l \rfloor \) times)

2. **(n,k,k)-family of perfect hash functions.** In this case, \( b = k \) and \( C \) consist of only one set \( C_1 \) containing all permutations of \([k]\)

3. **(n,k)-universal sets.** In this case, \( b = 2 \) and \( C \) consists of \( C_x = \{x\} \) for all \( x \in \{0,1\}^k \)

### 5.3.2 Solving **k-restriction problem**

We introduced the **k-restriction problem** to construct a family of perfect hash functions and universal sets of size as small as possible. So first we find the number of vectors that suffices to become a solution of **k-restriction problem** using probabilistic argument. If a vector \( v \in [b]^n \) is chosen uniformly at random, then for any \( S \in \binom{n}{k} \) and \( C_j \) the probability that \( v(S) \in C_j \) is \( \frac{|C_j|}{b^k} \geq \frac{c}{b^k} \), where \( c = \min_{1 \leq i \leq m} |C_i| \). Therefore, if we choose \( t \) random vectors, \( V_t = \{v_1, v_2, \ldots, v_t\} \), we get via union bound that

\[
\Pr[V_t \text{ is not a solution}] \leq \sum_{S \in \binom{n}{k}} \sum_{j=1}^{m} \Pr[\forall v : v \in V_t \text{ and } v(S) \notin C_j] \\
\leq \binom{n}{k} \sum_{j=1}^{m} \left( 1 - \frac{|C_j|}{b^k} \right)^t \\
\leq \binom{n}{k} m \left( 1 - \frac{c}{b^k} \right)^t \quad (5.2)
\]
Restricting equation (5.2) to be less than 1 implies that
\[ t \geq \left\lceil \frac{k \ln n + \ln m}{\ln(b^k/(b^k - c))} \right\rceil \] (5.3)

Thus for \( k \)-restriction problem, there exist a solution of at most the size mentioned in the Equation 5.3. We will refer to (5.3) as the union bound. Let \( H_{n,k,b} \) be a \( k \)-wise independent probability space with \( n \) random variables taking values in \([b]\), such as the one mentioned in Proposition 5.1. Note that the union bound (5.3) is applicable even when the vectors are not chosen uniformly at random from \([b]^n\), but chosen uniformly at random from a \( k \)-wise independent space \( H_{n,k,b} \) because probability calculation only examines \( k \) sized sets of \([n]\).

Now we discuss about the construction of a solution of size equaling the union bound. This construction is computationally expensive, i.e, not in polynomial time or even in FPT time in parameter \( k \). But we will use this construction for making a family of perfect hash functions and universal sets after reducing the size of the universe.

Since we are discussing the general \( k \)-restriction problem, we assume that we have a membership oracle: a procedure that, given \( v \in [b]^n \), \( S \in \binom{[n]}{k} \) and \( j \in [m] \), says whether or not \( v(S) \in C_j \), within some time bound \( T \). For the examples we are interested in, this oracle computation will be easy, usually taking just \( O(k) \) time.

**Theorem 5.3 ([100]).** For \( k \)-restriction problem with \( b \leq n \), there is a deterministic algorithm that outputs a collection obeying the \( k \)-restrictions, with the size of the collection equaling the union bound. The time taken to output the collection is
\[ O\left(\frac{b^k}{c} \cdot \binom{n}{k} \cdot m \cdot T \cdot |H_{n,k,b}|\right) \] (5.4)

where \( T \) is the time complexity of the membership oracle.

**Proof.** Consider a set-system in which the universe (ground set) is \( H_{n,k,b} \). The sets are \( T_{S,j} \), indexed by pairs \((S,j)\) such that \( S \in \binom{[n]}{k} \) and \( 1 \leq j \leq m \). \( T_{S,j} \) consists of all \( h \in H_{n,k,b} \) such that \( h(S) \in C_j \). We do not explicitly list out the sets \( T_{S,j} \): note that any given \( h \) can be tested for membership in \( T_{S,j} \) in time \( T \), using the given membership oracle. Any subset of \( H_{n,k,b} \) that hits (intersects) all subsets \( T_{S,j} \) is a good collection (i.e., is a collection satisfying the \( k \)-restriction problem). This is the well-known hitting set problem.

We can find such a collection by a greedy algorithm via a simple observation, which follows fairly easily by inspecting (5.2) and by using the fact that (5.2) holds even if
we pick vectors at random from $H_{n,k,b}$; the observation is that there must be an $h \in H_{n,k,b}$ such that $h$ hits at least fraction $c/b^k$ of the sets $T_{x,j}$. The obvious idea then is to find such an $h$ using the membership oracle and add it to our current (partial) hitting set, removing the sets hit by $h$ from the set system, and repeating this step. Finding such an $h$ takes time at most $O\left(\binom{n}{k} \cdot m \cdot T \cdot |H_{n,k,b}|\right)$; also, the number of sets in our set-system is effectively “shrunk” to at most $m\binom{n}{k}(1 - c/b^k)$ after picking $h$. Therefore the results of a greedy algorithm will produce a solution of size $\lceil k \ln n + \ln m \ln (b^k/c) \rceil$, same as that of (5.3). So, the total time taken is at most

$$O\left(\binom{n}{k} \cdot m \cdot T \cdot |H_{n,k,b}| \left(\sum_{i=0}^{\infty} (1 - c/b^k)^i\right)\right) = O\left(\frac{b^k}{c} \cdot \binom{n}{k} \cdot m \cdot T \cdot |H_{n,k,b}|\right)$$

(5.5)

For family of perfect hash functions and universal sets, we explicitly state the size and time complexity by substituting proper values (Note that $|H_{n,k,b}| \leq n^k$ as mentioned in Proposition 5.1) in Theorem 5.3 and get Theorem 5.4 as follows

**Theorem 5.4** ([100]). (1) An $(n, k, k)$-family of perfect hash functions of cardinality $O(e^k \sqrt{k} \log n)$ can be constructed deterministically in time $O(k^{k+1}\binom{n}{k} n^k/k!)$. (2) An $(n, k)$-universal sets of cardinality $O(k2^k \log n)$ can be constructed deterministically in time $O(\binom{n}{k} k2^k n^k)$.

### 5.3.3 $(n, k, k)$-family of perfect hash functions

First we give a brief overview of construction of $(n, k, k)$-family of perfect hash functions. Starting with the universe size $n$, we first reduce our problem to one with universe size $k^2$ by finding a polynomial time computable family $A$ of $(n, k, k^2)$-family of perfect hash functions (Theorem 5.1). A construction of $(k^2, k, k)$-family of perfect hash functions will then be pulled back to $(n, k, k)$-family of perfect hash functions at a cost of $k^{O(1)} \log^2 n$ in the size of the family. Towards the construction of $(k^2, k, k)$-family of perfect hash functions, we will first find $(k^2, k, l)$-splitters for $l = O(\log k)$. This guarantees us, for each $S \in \binom{k^2}{k}$, there exists a function which partitions $S$ equally in $l$ blocks. Then for each block we construct $(k^2, k/l, k/l)$-family of perfect hash functions by applying Theorem 5.4. We need splitters with universe size $k^2$. 
Lemma 5.4. For any \( k \leq n \) and for all \( l \leq n \), there is an explicit family \( B(n, k, l) \) of \((n, k, l)\)-splitters of size \( \binom{n}{l-1} \).

Proof. For every choice of \( 1 \leq i_1 < i_2 < \ldots < i_{l-1} \leq n \), define a function \( h: [n] \to [l] \) by \( h(s) = j \) if and only if \( i_{j-1} < s \leq i_j \), for all \( s \in [n] \) (taking \( i_0 = 0 \) and \( i_l = n \)).

Construction. Let \( l = c \log k \) for some constant \( c \) (we will fix \( c \) later). Let \( A = A(n, k, k^2) \), \( B = B(k^2, k, l) \) and \( C = C(k^2, k/l, k/l) \) be respective function families presented by Theorem 5.1, Lemma 5.4 and (1) of Theorem 5.4. Then our required family of perfect hash functions \( H \) can be defined as

\[
H = \{(a, b, c_1, c_2, \ldots, c_l) | a \in A, b \in B, \forall i \in [l] : c_i \in C \}
\]

where each \((a, b, c_1, c_2, \ldots, c_l) \in H\) is defined by

\[
(a, b, c_1, c_2, \ldots, c_l)(x) = c_{b(a(x))}(a(x)) + \frac{k}{l} (b(a(x)) - 1)
\]

Correctness. It can be easily verified that each \( h \in H \) maps \([n]\) to \([k]\). Let

\( S \in \binom{[n]}{k} \). We need to show that there exist a function in \( H \) which is one-to-one on \( S \). By the property of \( A \) there exist a function \( a \in A \) which is one-to-one on \( S \). Let \( S' = \{i|\exists j, i \in S : a(j) = i\} \). Since \( a \) is one-to-one on \( S \), \( |S'| = k \). By the property of \( B \), there exist \( b \in B \) such that \( b \) splits \( S' \) equally into \( l \) blocks. Let

\( S_i' = \{j|j \in S' \text{ and } b(j) = i\} \) for all \( i \in [l] \). Now by the property of \( C \), we have \( c_i \in C \) for all \( i \) such that \( c_i \) is one-to-one on \( S_i' \)

Size and Time We know that, by Theorem 5.1, \( |A| = \mathcal{O}\left(\frac{k^4 \log^2 n}{\log(k \log n)}\right) \) and \( A \) can be constructed in time \( k^{\mathcal{O}(1)} n \log^2 n \). By Lemma 5.4, \( |B| = \binom{k^2}{l-1} = k^{\mathcal{O}(\log k)} \) and \( B \) can be constructed in time \( k^{\mathcal{O}(\log k)} \). By Theorem 5.4, \( |C| = \mathcal{O}\left(e^{k/l} \sqrt{k/l} \log k\right) \) and can be constructed in time \( k^{\mathcal{O}(k/l)} \), which is equal to \( 2^k \) for a suitable choice of \( c \). Hence the size of \( H \) is,

\[
|H| = |A| \cdot |B| \cdot |C|<sup>l</sup> = \mathcal{O}\left(\frac{k^4 \log^2 n}{\log(k \log n)}\right) \cdot k^{\mathcal{O}(\log k)} \cdot (e^{k/l} \sqrt{k/l} \log k) = e^k k^{\mathcal{O}(\log k)} \log^2 n
\]

The running time to output \( H \) is \( \mathcal{O}(|H| \cdot n) \). Thus we have the following theorem.
**Theorem 5.5** ([100]). An \((n, k, k)\)-family of perfect hash functions of cardinality \(e^{kO(\log k)} \log^2 n\) can be constructed in time linear in the output size.

### 5.3.4 \((n, k)\)-universal sets

The idea for \((n, k)\)-universal sets is similar to that behind Theorem 5.5, with the only modification being that we now need the universal sets guaranteed by (2) of Theorem 5.4. Thus we get

**Theorem 5.6** ([100]). An \((n, k)\)-universal sets of size \(2^k k^{O(\log k)} \log^2 n\) can construed in time linear in the output size

**Remark 5.1.** In the construction of \((n, k, k)\)-family of perfect hash functions and \((n, k)\)-universal sets, if we use Theorem 5.2 instead Theorem 5.1, then we can reduce the family size and running time in Theorem 5.5 and Theorem 5.6 by a factor of \(\log n\).

### 5.4 Lopsided universal sets and generalized universal sets

We tweak the notion of universal families as follows and it can be computed efficiently by slightly changing the construction of Naor et al. [100].

**Definition 5.5.** A family \(\mathcal{F}\) of sets over a universe \(U\) of size \(n\) is an \(n-p-q\)-lopsided-universal family if for every \(A \in \binom{U}{p}\) and \(B \in \binom{U \setminus A}{q}\) there is an \(F \in \mathcal{F}\) such that \(A \subseteq F\) and \(B \cap F = \emptyset\).

It follows form the definition of \(n-p-q\)-lopsided-universal that a \(n-(p + q)\)-universal family is also \(n-p-q\)-lopsided-universal. By slightly changing the construction of Naor et al. [100], one can prove the following result.

**Lemma 5.5.** There is an algorithm that given \(n, p\) and \(q\) constructs an \(n-p-q\)-lopsided-universal family \(\mathcal{F}\) of size \(\binom{p+q}{p} \cdot 2^{p+q} \cdot \log n\) in time \(O(\binom{p+q}{p} \cdot 2^{p+q} \cdot n \log n)\).

Lemma 5.5 is a direct corollary of Lemma 7.4 proved in Chapter 7.

We generalizes universal sets and show that the construction by Naor et al. [100] can be generalized to create generalized universal sets.
**Definition 5.6.** An \((n, k, q)\)-universal set is a set of vectors \(V \subseteq [q]^n\) such that for any index set \(S \subseteq \binom{[n]}{k}\), the projection of \(V\) on \(S\) contains all possible \(q^k\) configurations.

An \((n, k, q)\)-universal set is a special case of \(k\)-restriction problem. To specify \((n, k, q)\)-universal set as \(k\)-restriction problem, let \(b = q\) and \(C\) consist of \(C_x = \{x\}\) for all \(x \in [q]^k\). By substituting values for \((n, k, q)\)-universal sets in Theorem 5.3 we get the following corollary.

**Corollary 5.3.** An \((n, k, q)\)-universal set of cardinality \(O(kq^k \log n)\) can be constructed deterministically in time \(O(q^{2k} n^k k)\).

### 5.4.1 Efficient Construction of \((n, k, q)\)-universal sets

In this subsection we generalizes the construction of universal sets (where \(q=2\)) by M. Naor et al. [100].

**Construction.** Let \(l = c \log k\) for some constant \(c\) (we will fix \(c\) later). Let \(A = A(n, k, k^2)\), \(B = B(k^2, k, l)\) and \(C = C(k^2, k/l, q)\) be respective function families presented by Theorem 5.1, Lemma 5.4 and Corollary 5.3. Then our required \((n, k, q)\)-universal sets is a family of functions \(H\),

\[
H = \{(a, b, c_1, c_2, \ldots, c_l) | a \in A, b \in B, \forall i \in [l] : c_i \in C\}
\]

where each \((a, b, c_1, c_2, \ldots, c_l) \in H\) is defined by

\[
(a, b, c_1, c_2, \ldots, c_l)(x) = c_b(a(x)) \cdot c_a(x)
\]

**Correctness.** It can be easily verified that each \(h \in H\) maps \([n]\) to \([k]\). Let \(S \in \binom{[n]}{k}\). We need to show that the restriction of functions in \(H\) on \(S\) gives all possible functions from \(S \rightarrow [q]\). By the property of \(A\) there exist a function \(a \in A\) which is one-to-one on \(S\). Let \(S' = \{i|\exists j \in S : a(j) = i\}\). Since \(a\) is one-to-one on \(S\), \(|S'| = k\). By the property of \(B\), there exist \(b \in B\) such that \(b\) splits \(S'\) equally into \(l\) blocks. Let \(S''_i = \{j|j \in S' \text{ and } b(j) = i\}\) for all \(i \in [l]\). Now by the property of \(C\), we have restriction of functions from \(C\) on \(S''_i\) is all possible functions from \(S''_i \rightarrow [q]\).

**Size and Time** We know that \(|A| = O\left(\frac{k^4 \log n}{\log(k \log n)}\right)\) and \(A\) can be constructed in time \(k^{O(1)} n \log n\). By Lemma 5.4, \(|B| = \left(\frac{k^2}{l-1}\right) = k^{O(\log k)}\) and \(B\) can be constructed in time \(k^{O(\log k)}\). By Corollary 5.3, \(|C| = O(q^{k/l} k \log k)\) and can be constructed in
time $q^{O(k/l)} k^{O(k/l)}$, which is bounded by $q^k$ for a suitable choice of $c$. Hence size of $H$ is,

$$|H| = |A| \cdot |B| \cdot |C|^{l}$$

$$= O \left( \frac{k^4 \log^2 n}{\log(k \log n)} \right) \cdot k^{O(\log k)} \cdot (q^k k^{O(\log k)})$$

$$= q^k k^{O(\log k)} \log^2 n$$

We can output the family $H$ in time $O(|H| \cdot n)$. 
Chapter 6

Representative Family:
Motivation, Definition and History

Representative families are used in literature to design FPT algorithms. In this thesis we mainly study efficient construction these families and show that indeed it is a powerful algorithmic tool in the field of parameterized and exact algorithms by designing efficient algorithms for many important problems.

In fact the definition of representative family, naturally comes when we try to design algorithms for problems where ‘disjointness’ is a requirement for solutions. To explain this, we first consider \( k \)-Path problem. In this problem we are given an \( n \)-vertex graph \( G \) and a positive integer \( k \), and the objective is to check whether there is a simple path on \( k \) vertices (path of length \( k - 1 \)), called \( k \)-path, in \( G \).

A simple dynamic programming algorithm for \( k \)-Path computes a table \( A \), where each table entry in \( A \) is indexed by a vertex \( v \in V(G) \) and \( i \in [k] \), and it stores the following information. For any \( v \in V(G) \) and \( i \in [k] \), \( A[v, i] \) contains all sets \( X \subseteq V(G) \) such that there is path of length \( i - 1 \) ending at \( v \) using all the vertices of \( X \). The algorithm can compute the DP table entries \( A[v, i] \) in the increasing order of \( i \) using the following recurrence relation.

\[
A[v, i] = \begin{cases} 
\{v\} & \text{if } i = 1 \\
\bigcup_{u \in N_G(v)} (A[u, i - 1] \cup \{v\}) & \text{if } i \in [k] \setminus \{1\}
\end{cases}
\]

Clearly the graph \( G \) has a \( k \)-path, if and only if there is a vertex \( v \in V(G) \) such that \( A[v, k] \neq \emptyset \). Notice that the cardinality of \( A[v, i] \) for any \( v \in V(G) \) and \( i \in [k] \), is potentially be \( \binom{n}{k} \), and the algorithm runs in time \( n^{O(k)} \).
Note that the table entries $A[v,i]$ in our dynamic programming stores potential partial solutions such that one of them leads to a final solution. Perhaps we do not need to store all the all partial solutions, instead store some partial solutions such that one of them leads to a final solution. To maintain the correctness of the algorithm it is enough keep a subfamily $\hat{A}[v,i]$ of $A[v,i]$ with following property.

**Property 1:** For every $Y \in \binom{V(G)}{k-i}$, if there is a set $X \in A[v,i]$ such that $X$ is disjoint from $Y$, then there is a set $\hat{X} \in \hat{A}[v,i]$ which is disjoint from $Y$.

Notice that Property 1 ensures that if there is a set $X \in A[v,i]$ and $Y \in \binom{V(G)}{k-i}$ such that there is a simple path of length $k - 1$ using the vertices of $X \cup Y$, then there is a set $\hat{X} \in \hat{A}[v,i]$ such that there is a simple path of length $k - 1$ using the vertices of $\hat{X} \cup Y$.

Alon et al [4] introduced the famous algorithmic technique *color coding* which does the pruning of $A[v,i]$ as follows. We first uniformly at random color the vertices of $G$ using $k$ colors. Then for any fixed $k$-path $P$, all the vertices in $P$ will be colored with different colors with probability $\geq e^{-k}$ and the above algorithm is modified to output such a $k$-path (*colorful $k$-path*). Now in $\hat{A}[v,i]$, for each subset $C$ of $i$ colors it is enough to keep one partial solution $X$ such that the colors of $X$ is exactly same as $C$.

Note that, since the number of colors is $k$, the number of partial solutions stored in $\hat{A}[v,i]$ is at most $\binom{k}{i}$. This modification to the DP table entries gives an algorithm of running time $2^{O(k)}n^{O(1)}$. This algorithm may have one-sided error, outputs a correct solution with probability at least $e^{-k}$ and its success probability can be increased to a constant by running the above algorithm $e^{k}$ times. This leads to a randomized algorithm for $k$-PATH running in time $2^{O(k)}n^{O(1)}$ with constant success probability. This algorithm can be derandomized using $(n,k,k)$-family of perfect hash functions $\mathcal{F}$, where the random coloring is replaced with colorings specified by the functions in the $\mathcal{F}$. In fact one can think this step as another way of pruning the DP table entries $A[v,i]$ which leads to a deterministic algorithm for $k$-PATH. That is for each coloring specified by a function $f \in \mathcal{F}$, a set $C$ of $i$ colors we keep one set $X \in \hat{A}[v,i]$ such that $f(X) = C$.

The concept of representative family captures Property 1, which is implicitly used by the color coding technique. That is, if $\hat{A}[v,i]$ satisfies Property 1, then we say that $\hat{A}[v,i]$ is a $(k-i)$-representative family of $A[v,i]$.

**Definition 6.1 ([97, 92]).** Let $S$ be a $p$-family over a universe $U$. A subfamily $\tilde{S}$ of $S$ is called a $q$-representative family of $S$ if it satisfies the following condition. For every $Y \in \binom{U}{q}$, if there is a set $X \in S$ such that $X \cap Y = \emptyset$, then there is a set
\( \hat{X} \in \hat{S} \) such that \( \hat{X} \cap Y = \emptyset \).

The basic questions regarding representative families are: “what is the smallest cardinality of a representative family of a family of sets and how fast we can compute these representative family?” The derandomization of the above mentioned algorithm of Alon et al. [4] implies that there is a \( q \)-representative family of a \( p \)-family \( S \) over a universe \( U \), of cardinality \( (p+q)^e p^{p+q+o(p+q)} \log^2 n \) and it can be computed in time \( |S|(p+q)^e p^{p+q+o(p+q)} \log^2 n \), where \( n = |U| \). In fact the classic Two-Families Theorem of Bollobás [24] for extremal set systems imply that every \( p \)-family has a \( q \)-representative family with at most \( (p+q)^e \) sets. In fact we can show that the size of a \( q \)-representative family of a \( p \)-family is lower bounded by \( (p+q)^e \):

**Lemma 6.1.** Let \( U \) be a universe of size \( p + q \) and \( S = \binom{U}{p} \). Then the only \( q \)-representative family of \( S \) is \( S \) itself.

**Proof.** Suppose there is a \( q \)-representative family \( \hat{S} \) of \( S \) such that \( \hat{S} \neq S \). This implies that there is a set \( S \in S \setminus \hat{S} \). Let \( Y = U \setminus S \). Note that \( |Y| = q \) and the only set in \( S \) which is disjoint from \( Y \) is \( S \). This contradicts the fact that \( \hat{S} \) is a \( q \)-representative family of \( S \).

Monien provided an algorithm computing a \( q \)-representative family of size at most \( \sum_{i=0}^{q} p^i \) in time \( O(pq \cdot \sum_{i=0}^{q} p^i \cdot |S|) \) [97]. Marx in [92] provided another algorithm, for finding \( q \)-representative family of size at most \( \binom{p+q}{p} \) in time \( O(p^q \cdot |S|^2) \). We give a faster algorithm to compute representative family.

**Theorem 6.1.** Let \( S \) be a \( p \)-family of sets over a universe of size \( n \) and let \( 0 < x < 1 \).

For a given \( q \), a \( q \)-representative family \( \hat{S} \subseteq S \) for \( S \) with at most \( x^{-p} (1-x)^{-q} \cdot 2^{o(p+q)} \) sets an be computed in time \( O((1-x)^{-q} \cdot 2^{o(p+q)} \cdot |S| \cdot \log n) \).

When \( x = \frac{p}{p+q} \), the size of the \( q \)-representative family in Theorem 6.1 is upper bounded by \( \binom{p+q}{p} 2^{o(p+q)} \). See chapter 7 for more details.

Marx [93], generalized the concept of representative families to matroids and used to design FPT algorithms for problems like finding a \( k \)-element set in the intersection of \( \ell \) linear matroids.

**Definition 6.2** ([93]). Let \( M = (E, \mathcal{I}) \) be a matroid and \( S \) be a family of subsets of \( E \). A subfamily \( \hat{S} \subseteq S \) is called a \( q \)-representative for \( S \) if the following holds: for every set \( Y \subseteq E \) of size at most \( q \), if there is a set \( X \in S \) disjoint from \( Y \) with \( X \cup Y \in \mathcal{I} \), then there is a set \( \hat{X} \in \hat{S} \) disjoint from \( Y \) with \( \hat{X} \cup Y \in \mathcal{I} \).
The generalization Two-Families Theorem of Bollobás [24] to subspaces of a vector space of Lovász [87] (see also [58]) imply that every family of sets of size $p$ has a $q$-representative family with at most $\binom{p+q}{p}$ sets. Marx [93] has shown how Lovász’s proof can be transformed into an algorithm computing a $q$-representative family. However, the running time of the algorithm given in [93] is $f(p,q)(||A_M||t)^{O(1)}$, where $f(p,q)$ is a polynomial in $(p+q)^p$ and $\binom{p+q}{p}$, that is, $f(p,q) = 2^{O(p \log(p+q))} \cdot \left(\frac{p+q}{p}\right)^{O(1)}$, and $A_M$ is the matroid’s representation matrix. Thus, when $p$ is a constant, we have that $f(p,q) = (p+q)^{O(1)}$. However, for unbounded $p$ (for an example when $p = q = \frac{k}{2}$) the running time of this algorithm is bounded by $2^{O(k \log k)}(||A_M||t)^{O(1)}$.

We give faster algorithm to compute representative family in linear matroids and its proof is based on the exterior algebra based proof of Lovász [87] and exploits the multi-linearity of the determinant function.

**Theorem 6.2.** Let $M = (E, I)$ be a linear matroid of rank $p + q = k$, $S = \{S_1, \ldots, S_t\}$ be a p-family of independent sets. Given a representation $A_M$ of $M$ over a field $\mathbb{F}$, we can find a q-representative family $\hat{S}$ for $S$, of size at most $\binom{p+q}{p}$ in $O \left( (\frac{p+q}{p})^{tp^\omega} + t(\frac{p+q}{q})^{q-1} \right)$ operations over $\mathbb{F}$.

We show that the concept of representative family in linear matroids is a powerful algorithmic tool by designing FPT and exact algorithms for many basic problems in graph theory (See Part III for more details). The algorithmic tool representative family can be used as a better alternative for the linear algebra based approach of Bodlaender et al. [23] in many cases like solving “connectivity” problems such as Steiner Tree in bounded treewidth graphs. In the Steiner Tree problem the input is a graph $G$ and a set of terminals $T \subseteq V(G)$, and the objective is to output a connected subgraph containing $T$ with minimum number of edges. The approach of Bodlaender et al. [23] for solving Steiner Tree in bounded treewidth graphs is to do a dynamic programming over the tree decomposition of the input graph $G$. At each step the algorithm prune the set of partial solutions $\mathcal{S}$ computed so far by computing linearly independent rows in a $|\mathcal{S}| \times 2^{\text{tw}}$ matrix. These linearly independent rows corresponds a subset of $\mathcal{S}$ and which will form a small set of representative partial solutions. In our approach we relate each partial solution to an independent set in a graphic matroid of an auxiliary graph. By replacing the partial solution pruning step of the algorithm by Bodlaender et al. [23] with that of representative families in a graphic matroid (Theorem 6.2), we get another algorithm with same running time. Here the bottle neck of the running time is the pruning of the partial solution in the join node of the tree decomposition. This motivate us to study about the computation of representative family for families.
that arise naturally in the dynamic programming. One such family, like the one arise in the join node of tree decomposition, is product family. A family $F$ is the product of two families of independent sets $A$ and $B$ of a matroid $M = (E, \mathcal{I})$, if $A = \{A \cup B : A \in A, B \in B, A \cap B = \emptyset\}$. For many computational problems on graphs of bounded treewidth in the join nodes of the decomposition, the family of partial solutions is the product of the families of its children, and we wish to store a representative set (for a graphic matroid) for this product family. 

In chapter 16 we design a faster algorithm to compute representative family for a product family in a linear matroid. By making use of this algorithm one can obtain faster deterministic algorithms for many connectivity problems. We exemplify this by providing algorithms with running time $O(1 + 2^{\omega \cdot 3^{\text{tw}}})$ for and STEINER TREE and FEEDBACK VERTEX SET on $n$-vertex graph with treewidth at most $\text{tw}$, where $\omega$ is the matrix multiplication constant (See chapter 17 for algorithms and definition of FEEDBACK VERTEX SET). In fact we don’t know how to get the same running time improvement for algorithms of Bodlaender et al. [23] for STEINER TREE and FEEDBACK VERTEX SET. We would like to remark that the algorithm of Bodlaender et al. [23] for HAMILTONIAN CYCLE is better than that of the one using representative family.

In fact all our computations of representative families are for weighted versions, which allows sets to have weights, with an additional $\log W$ overhead in the computation where $W$ is the maximum weight assigned to any set. This allows us to solve weighted version of the problems in many representative set based algorithms. We also show that the algorithmic tool representative family can be combined with other algorithmic technique like color coding to design FPT algorithms (see chapter 15 for example).
Part II

Representative Family in Set Systems
Chapter 7

Computation of Representative Family in Set Systems

Let $S$ be a $p$-family of subsets of a universe $U$. Recall the definition of a representative family. A subfamily $\hat{S} \subseteq S$ is $q$-representative for $S$ (denoted by $\hat{S} \subseteq^q_{\text{rep}} S$), if for every set $Y \subseteq U$ of size at most $q$, if there is a set $X \in S$ disjoint from $Y$, then there is a set $\hat{X} \in \hat{S}$ disjoint from $Y$. We give a faster algorithm for computing representative families and in subsequent chapters we show how they can be used to obtain improved parameterized algorithms for several fundamental and well studied problems. Essentially we prove the following theorem.

**Theorem 7.1.** Let $S$ be a $p$-family of sets over a universe of size $n$ and let $0 < x < 1$. For a given $q$, a $q$-representative family $\hat{S} \subseteq S$ for $S$ with at most $x^{-p}(1 - x)^{-q} \cdot 2^{o(p+q)}$ sets can be computed in time $O((1 - x)^{-q} \cdot 2^{o(p+q)} \cdot |S| \cdot \log n)$.

In fact, we prove a variant of Theorem 7.1, which allows sets to have weights, with an addictive factor $|S| \cdot \log |S| \cdot \log W$ in the running time. This extension will be used in several applications. This theorem uses the notion of weighted representative families and computes a weighted $q$-representative family of size claimed in Theorem 7.1.

**Definition 7.1 (Min/Max $q$-Representative Family).** Given a family $S$ of subsets of a universe $U$ and a non-negative weight function $w : S \rightarrow \mathbb{N}$, we say that a subfamily $\hat{S} \subseteq S$ is min $q$-representative (max $q$-representative) for $S$ if the following holds: for every set $Y \subseteq U$ of size at most $q$, if there is a set $X \in S$ disjoint from $Y$, then there is a set $\hat{X} \in \hat{S}$ disjoint from $Y$ with $w(\hat{X}) \leq w(X)$ ($w(\hat{X}) \geq w(X)$). We use $\hat{S} \subseteq^q_{\text{minrep}} S$ ($\hat{S} \subseteq^q_{\text{maxrep}} S$) to denote a min $q$-representative (max $q$-representative) family for $S$. Theorem 7.1 can be adapted to this setting as well.
When \( x = \frac{p}{p+q} \), the size of the \( q \)-representative family in Theorem 7.1 is bounded by \( \binom{p+q}{p}2^{o(p+q)} \). Based on the values for \( x \), we can get an interesting trade-off between the size of the computed representative family and the time taken to compute the representative family. This trade-off can be exploited algorithmically to speed up “representative families based” algorithms (see Chapters 8, 9 and 10).

The proof of Theorem 7.1 is essentially an algorithmic variant of the “random permutation” proof of Bollobás Lemma (see [72, Theorem 8.7]). A slightly weaker variant of Bollobás Lemma can be proved using random partitions instead of random permutations, the advantage of the random partitions proof being that it can be de-randomized using efficient constructions of universal sets [100]. In Section 7.1 we give an algorithm for computing \( q \)-representative family of size approximately \( \binom{p+q}{p} \) using lopsided universal sets.

To obtain our result we define separating collections and give efficient constructions of them (see Section 7.2). Separating collections can be seen as a variant of universal sets. In its simplest form, an \( n \)-\( p \)-\( q \)-separating collection \( C \) is a pair \( (\mathcal{F}, \chi) \), where \( \mathcal{F} \) is a family of sets over a universe \( U \) of size \( n \) and \( \chi \) is a function from \( \binom{U}{p} \) to \( 2^\mathcal{F} \) such that the following two properties are satisfied; (a) for every \( A \in \binom{U}{p} \) and every \( F \in \chi(A) \), \( A \subseteq F \), (b) for every \( A \in \binom{U}{p} \) and \( B \in \binom{U\setminus A}{q} \), there is an \( F \in \chi(A) \) such that \( A \subseteq F \) and \( F \cap B = \emptyset \). The size of \( (\mathcal{F}, \chi) \) is \( |\mathcal{F}| \), whereas the max degree of \( (\mathcal{F}, \chi) \) is \( \max_{A \in \binom{U}{p}} |\chi(A)| \). An efficient construction of separating collections is an algorithm that given \( n, p \) and \( q \) outputs the family \( \mathcal{F} \) of a separating collection \( (\mathcal{F}, \chi) \) and then allows queries \( \chi(A) \) for \( A \in \binom{U}{p} \). In Section 7.2, we first give constructions of separating collections with construction and query time bounded by linear in the size of the output. The size of the separating collections produced is optimal up to subexponential factors in \( p + q \) (for \( x = \frac{p}{p+q} \)). Then using separating collections we prove weighted version of the Theorem 7.1.

Theorem 7.1 is a generalization of a result in [57]. In the paper [57] Theorem 7.1 is proved for \( x = \frac{p}{p+q} \). Independently, at the same time, Shachnai and Zehavi [114] also observed that the initial proof in [57] could be generalized in essentially the same way as what is stated in Theorem 7.1, and this generalization is used to speed up the algorithms for \( k \)-Path and Long Directed Cycle (see Chapters 8 and 9 for definitions of \( k \)-Path and Long Directed Cycle).

**Basic properties of Representative Family.** Before giving computations of representative families in the subsequent sections of this chapter, we first give three lemm-
Lemma 7.1. Let $S$ be a family of subsets of a universe $U$. If $S' \subseteq_{rep}^q S$ and $\hat{S} \subseteq_{rep}^q S'$, then $\hat{S} \subseteq_{rep}^q S$.

Proof. Let $Y \subseteq U$ of size at most $q$ such that there is a set $X \in S$ disjoint from $Y$. By the definition of $q$-representative family we have that there is a set $X' \in S'$ disjoint from $Y$. Now the fact that $\hat{S} \subseteq_{rep} S'$ yields that there exists a $\hat{X} \in \hat{S}$ disjoint from $Y$. \hfill \Box

Lemma 7.2. Let $S$ be a family of subsets of a universe $U$. If $S = S_1 \cup \cdots \cup S_\ell$ and $\hat{S}_i \subseteq_{rep}^q S_i$, then $\bigcup_{i=1}^\ell \hat{S}_i \subseteq_{rep} S$.

Proof. Let $Y \subseteq U$ of size at most $q$ such that there is a set $X \in S$ disjoint from $Y$. Since $S = S_1 \cup \cdots \cup S_\ell$, there exists an $i$ such that $X \in S_i$. This implies that there exists a $\hat{X} \in \hat{S}_i \subseteq \bigcup_{i=1}^\ell \hat{S}_i$ disjoint from $Y$. \hfill \Box

Lemma 7.3. Let $S_1$ be a $p_1$-family and $S_2$ be a $p_2$-family of subsets of a universe $U$. Let $\hat{S}_1 \subseteq_{rep}^{k-p_1} S_1$ and $\hat{S}_2 \subseteq_{rep}^{k-p_2} S_2$. Then $\hat{S}_1 \bullet \hat{S}_2 \subseteq_{rep}^{k-p_1-p_2} S_1 \bullet S_2$.

Proof. Let $Y \subseteq U$ of size at most $q = k - p_1 - p_2$ such that there is a set $X \in S_1 \bullet S_2$ disjoint from $Y$. This implies that there exist $X_1 \in S_1$ and $X_2 \in S_2$ such that $X_1 \cup X_2 = X$ and $X_1 \cap X_2 = \emptyset$. Since $\hat{S}_1 \subseteq_{rep}^{k-p_1} S_1$, we have that there exists a $\hat{X}_1 \in \hat{S}_1$ such that $\hat{X}_1 \cap (X_2 \cup Y) = \emptyset$. Now since $\hat{S}_2 \subseteq_{rep}^{k-p_2} S_2$, we have that there exists a $\hat{X}_2 \in \hat{S}_2$ such that $\hat{X}_2 \cap (\hat{X}_1 \cup Y) = \emptyset$. This shows that $\hat{X}_1 \cup \hat{X}_2 \in \hat{S}_1 \bullet \hat{S}_2$. Thus $\hat{S}_1 \bullet \hat{S}_2 \subseteq_{rep}^{k-p_1-p_2} S_1 \bullet S_2$. \hfill \Box

7.1 Computation using Lopsided Universal Sets

Our aim in this subsection is to prove the following theorem using Lemma 5.5 (computation of $n$-$p$-$q$-lopsided universal family).

Theorem 7.2. There is an algorithm that given a family $A$ of $p$-sets over a universe $U$ of size $n$ and an integer $q$, computes in time $|A| \cdot \binom{p+q}{p} \cdot 2^{o(p+q)} \cdot \log n$ a subfamily $A' \subseteq A$ such that $|A'| \leq \binom{p+q}{p} \cdot 2^{o(p+q)} \cdot \log n$ and $A'$ $q$-represents $A$. 43
Proof. The algorithm starts by constructing an $n$-$p$-$q$-lopsided universal family $F$ as guaranteed by Lemma 5.5. If $|A| \leq |F|$ the algorithm outputs $A$ and halts. Otherwise it builds the set $A'$ as follows. Initially $A'$ is equal to $\emptyset$ and all sets in $F$ are marked as unused. The algorithm goes through every $A \in A$ and unused sets $F \in F$. If an unused set $F \in F$ is found such that $A \subseteq F$, the algorithm marks $F$ as used, inserts $A$ into $A'$ and proceeds to the next set in $A$. If no such set $F$ is found the algorithm proceeds to the next set in $A$ without inserting $A$ into $A'$.

The size of $A'$ is upper bounded by $|F| \leq \left(\frac{p+q}{p}\right) \cdot 2^{o(p+q)} \cdot \log n$ since every time a set is added to $A'$ an unused set in $F$ is marked as used. For the running time analysis, constructing $F$ takes time $\left(\frac{p+q}{p}\right) \cdot 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot n \log n$. Then we run through all of $F$ for each set $A \in A$, spending time $|A| \cdot |F| \cdot (p+q)^{O(1)}$, which is at most $|A| \cdot \left(\frac{p+q}{p}\right) \cdot 2^{o(p+q)} \cdot \log n$. Thus in total the running time is bounded by $|A| \cdot \left(\frac{p+q}{p}\right) \cdot 2^{o(p+q)} \cdot \log n$.

Finally we need to argue that $A'$ $q$-represents $A$. Consider any set $A \in A$ and $B$ such that $|B| = q$ and $A \cap B = \emptyset$. If $A \in A'$ we are done, so assume that $A \notin A'$. Since $F$ is $n$-$p$-$q$-lopsided universal there is a set $F \in F$ such that $A \subseteq F$ and $F \cap B = \emptyset$. Since $A \notin A'$ we know that $F$ was already marked as used when $A$ was considered by the algorithm. When the algorithm marked $F$ as used it also inserted a set $A'$ into $A'$. For the insertion to be made, $F$ must satisfy $A' \subseteq F$. But then $A' \cap B = \emptyset$, completing the proof.

One of the factors that drive up the running time of the algorithm in Theorem 7.2 is that one needs to consider all of $F$ for each set $A \in A$. Doing some computations it is possible to convince oneself that in an $n$-$p$-$q$-lopsided universal family $F$ the number of sets $F \in F$ containing a fixed set $A$ of size $p$ should be approximately $|F| \cdot \left(\frac{p}{p+q}\right)^p$. Thus, if we could only make sure that this estimation is in fact correct for every $A \in A$, and we could make sure that for a given $A \in A$ we can list all of the sets in $F$ that contain $A$ without having to go through the sets that don’t, then we could speed up our algorithm by a factor $\left(\frac{p+q}{p}\right)^p$. This is exactly the strategy behind the main theorem of Section 7.2.

7.2 Computation using Separating Collections

In this section we design a faster algorithm to find $q$-representative family. Our main technical tool is a construction of $n$-$p$-$q$-separating collection. We start with
the formal definition of $n$-$p$-$q$-separating collection.

**Definition 7.2.** An $n$-$p$-$q$-separating collection $C$ is a tuple $(\mathcal{F}, \chi, \chi')$, where $\mathcal{F}$ is a family of sets over a universe $U$ of size $n$, $\chi$ is a function from $\bigcup_{p' \leq p} \binom{U}{p'}$ to $2^F$ and $\chi'$ is a function from $\bigcup_{q' \leq q} \binom{U}{q'}$ to $2^F$ such that the following properties are satisfied

1. for every $A \in \bigcup_{p' \leq p} \binom{U}{p'}$ and $F \in \chi(A)$, $A \subseteq F$,

2. for every $B \in \bigcup_{q' \leq q} \binom{U}{q'}$ and $F \in \chi'(B)$, $F \cap B = \emptyset$,

3. for every pairwise disjoint sets $A_1 \in \binom{U}{p_1}, A_2 \in \binom{U}{p_2}, \ldots, A_r \in \binom{U}{p_r}$ and $B \in \binom{U}{q}$ such that $p_1 + \cdots + p_r = p$, $\exists F \in \chi(A_1) \cap \chi(A_2) \cdots \chi(A_r) \cap \chi'(B)$.

The size of $(\mathcal{F}, \chi, \chi')$ is $|\mathcal{F}|$, the $(\chi, p')$-degree of $(\mathcal{F}, \chi, \chi')$ for $p' \leq p$ is

$$\max_{A \in \binom{U}{p'}} |\chi(A)|,$$

and the $(\chi', q')$-degree of $(\mathcal{F}, \chi, \chi')$ for $q' \leq q$ is

$$\max_{B \in \binom{U}{q'}} |\chi'(B)|.$$

A construction of separating collections is a data structure, that given $n$, $p$ and $q$ initializes and outputs a family $\mathcal{F}$ of sets over the universe $U$ of size $n$. After the initialization one can query the data structure by giving it a set $A \in \bigcup_{p' \leq p} \binom{U}{p'}$ or $B \in \bigcup_{q' \leq q} \binom{U}{q'}$, the data structure then outputs a family $\chi(A) \subseteq 2^F$ or $\chi'(B) \subseteq 2^F$ respectively. Together the tuple $C = (\mathcal{F}, \chi, \chi')$ computed by the data structure should form a $n$-$p$-$q$-separating collection.

We call the time the data structure takes to initialize and output $\mathcal{F}$ the initialization time. The $(\chi, p')$-query time, $p' \leq p$, of the data structure is the maximum time the data structure uses to compute $\chi(A)$ over all $A \in \binom{U}{p'}$. Similarly, the $(\chi', q')$-query time, $q' \leq q$, of the data structure is the maximum time the data structure uses to compute $\chi'(B)$ over all $B \in \binom{U}{q'}$. The initialization time of the data structure and the size of $C$ are functions of $n$, $p$ and $q$. The initialization time is denoted by $\tau_1(n, p, q)$, size of $C$ is denoted by $\zeta(n, p, q)$. The $(\chi, p')$-query time and $(\chi, p')$-degree of $C$, $p' \leq p$, are functions of $n, p', p, q$ and is denoted by $Q_{(\chi, p')}(n, p, q)$ and $\Delta_{(\chi, p')}(n, p, q)$ respectively. Similarly, the $(\chi', q')$-query time and $(\chi', q')$-degree of $C$, $q' \leq q$, are
functions of $n, q', p, q$ and are denoted by $Q_{(x', q')}(n, p, q)$ and $\Delta_{(x', q')}(n, p, q)$ respectively. We are now ready to state the main technical tool of this subsection.

**Lemma 7.4.** Given $0 < x < 1$, there is a construction of $n$-$p$-$q$-separating collection with the following parameters

- **size**, $\zeta(n, p, q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{x^p(1-x)^q} \cdot (p + q)^{O(1)} \cdot \log n$
- **initialization time**, $\tau_I(n, p, q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{x^p(1-x)^q} \cdot (p + q)^{O(1)} \cdot n \log n$
- **$(\chi, p')$-degree**, $\Delta_{(\chi, p')}(n, p, q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{x^p(1-x)^q} \cdot (p + q)^{O(1)} \cdot \log n$
- **$(\chi, p')$-query time**, $Q_{(\chi, p')}(n, p, q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{x^p(1-x)^q} \cdot (p + q)^{O(1)} \cdot \log n$
- **$(\chi', q')$-degree**, $\Delta_{(\chi', q')}(n, p, q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{x^p(1-x)^q} \cdot (p + q)^{O(1)} \cdot \log n$
- **$(\chi', q')$-query time**, $Q_{(\chi', q')}(n, p, q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{x^p(1-x)^q} \cdot (p + q)^{O(1)} \cdot \log n$

We first give the road map that we take to prove Lemma 7.4. The proof of Lemma 7.4 uses three auxiliary lemmata.

(a.) **Existential Proof (Lemma 7.5).** This lemma shows that there is indeed a $n$-$p$-$q$-separating collection with the required sizes, degrees and query time. Essentially, it shows that if we form a family $\mathcal{F} = \{F_1, \ldots, F_t\}$ of sets of $U$ such that each $F_i$ is a random subset of $U$ where each element is inserted into $F_i$ with probability $x$, then $\mathcal{F}$ has the desired sizes, degrees and query time. Thus, this also gives a brute force algorithm to design the family $\mathcal{F}$ by just guessing the family of desired size and then checking whether it is indeed a $n$-$p$-$q$-separating collection.

(b.) **Universe Reduction (Lemma 7.6).** The construction obtained in Lemma 7.5 has only one drawback that the initialization time is much larger than claimed in Lemma 7.4. To overcome this lacuna, we do not apply the construction in Lemma 7.5 directly. We first prove a Lemma 7.6 which helps us in reducing the universe size to $(p + q)^2$. This is done using the known construction of $k$-perfect hash families of size $(p + q)^{O(1)} \log n$. However, Lemma 7.6 alone can not reduce the universe size sufficiently, that we can apply the construction of Lemma 7.5.

(c.) **Splitting Lemma (Lemma 7.7).** We give a splitter type construction in Lemma 7.7 that when applied with Lemma 7.6 makes the universe and other parameters small enough that we can apply the construction given in
Lemma 7.5. In this construction we consider all the “consecutive partitions” of the universe into \( t \) parts, assume that the sets \( A \cup B, A = \bigcup_{i=1}^{r} A_i \), are distributed uniformly into \( t \) parts and then use this information to obtain a construction of separating collections in each part and then take the product of these collections to obtain a collection for the original instance.

We start with the existential proof.

**Lemma 7.5.** Given \( 0 < x < 1 \), there is a construction of \( n \)-\( p \)-\( q \)-separating collections with

- size \( \zeta(n, p, q) = O\left(\frac{1}{x^p(1-x)^q} \cdot (p^2 + q^2 + 1) \log n\right) \)
- initialization time \( \tau_I(n, p, q) = O\left((\zeta(n, p, q))^{\frac{1}{x^p(1-x)^q}} \cdot n^{O(p+q)}\right) \)
- \((\chi, p')\)-degree for \( p' \leq p \), \( \Delta(n, p')(n, p, q) = O\left(\frac{1}{x^p-p'} \cdot \frac{(p^2+q^2+1)}{(1-x)^q} \cdot \log n\right) \)
- \((\chi, q')\)-query time \( Q(n, n, q')(n, p, q) = O\left(\frac{1}{x^q-q'} \cdot n^{O(1)}\right) \)
- \((\chi', q')\)-degree \( \Delta'(n, q')(n, p, q) = O\left(\frac{1}{x^q-q'} \cdot (p^2 + q^2 + 1) \cdot \log n\right) \)
- \((\chi', q')\)-query time \( Q(n, q')(n, p, q) = O\left(\frac{1}{x^q-q'} \cdot n^{O(1)}\right) \)

**Proof.** We start by giving a randomized algorithm that with positive probability constructs a \( n \)-\( p \)-\( q \)-separating collection \( C = (F, \chi, \chi') \) with the desired size and degree parameters. We will then discuss how to deterministically compute such a \( C \) within the required time bound. Set \( t = \frac{1}{x^p(1-x)^q} \cdot (p^2 + q^2 + 1) \log n \) and construct the family \( F = \{F_1, \ldots, F_t\} \) as follows. Each set \( F_i \) is a random subset of \( U \), where each element of \( U \) is inserted into \( F_i \) with probability \( x \). Distinct elements are inserted (or not) into \( F_i \) independently, and the construction of the different sets in \( F \) is also independent. For each \( A \in \bigcup_{p' \leq p} \binom{U}{p'} \) we set \( \chi(A) = \{F \in F : A \subseteq F\} \) and for each \( B \in \bigcup_{q' \leq q} \binom{U}{q'} \) we set \( \chi'(B) = \{F \in F : F \cap B = \emptyset\} \).

The size of \( F \) is within the required bound by construction. We now argue that with positive probability \((F, \chi, \chi')\) is indeed a \( n \)-\( p \)-\( q \)-separating collection, and that the degrees of \( C \) is within the required bounds as well. For fixed sets \( A \in \binom{U}{p}, B \in \binom{U \setminus A}{q} \), and integer \( i \leq t \), we consider the probability that \( A \subseteq F_i \) and \( B \cap F_i = \emptyset \). This probability is \( x^p(1-x)^q \). Since each \( F_i \) is constructed independently from the other sets in \( F \), the probability that no \( F_i \) satisfies \( A \subseteq F_i \) and \( B \cap F_i = \emptyset \) is

\[
(1 - x^p(1-x)^q)^t \leq e^{-(p^2+q^2+1)\log n} = \frac{1}{n^{p^2+q^2+1}}.
\]
For a fixed $A_1, \ldots, A_r$ and $B$ (choices in condition 3), the probability that no $F_i$ in $\chi(A_1) \cap \chi(A_2) \cap \cdots \cap \chi(A_r) \cap \chi'(B)$ is equal to the probability that no $F_i$ is in $\chi(A_1 \cup A_2 \cdots \cup A_r) \cap \chi'(B)$ (since $\chi(A')$ contains all the sets in $\mathcal{F}$ that contains $A'$ and $\chi'(B)$ contains all the sets in $\mathcal{F}$ that are disjoint from $B$). Hence the probability that condition 3 fails is upper bounded by

$$Y \cdot \frac{1}{np^{q^2+q^2+1}}$$

where $Y$ is the number of choices for $A_1, \ldots, A_r$ and $B$ in condition 3. We upper bound $Y$ as follows. There are $\binom{n}{p}$ choices for $A_1 \cup \cdots \cup A_r$ and $\binom{n}{q}$ choices for $B$. For each choice of $A_1 \cup \cdots \cup A_r$, there are at most $r^p$ choices of making $A_1, \ldots, A_r$ with some of them being empty as well. Note that $r \leq p$. Therefore the number of possible choices of sets $A_1, A_2, \ldots, A_r$ and $B$ in condition 3 is upper bounded by $\binom{n}{p} \binom{n}{q} r^p \leq n^{2p+q} \leq n^{p^2+q^2}$. Hence the probability that condition 3 in Definition 7.2 fails is at most $\frac{1}{n}$.

We also need to upper bound the maximum degree of $\mathcal{C}$. For every $A \in \binom{U}{p}$, $|\chi(A)|$ is a random variable. For a fixed $A \in \binom{U}{p}$ and $i \leq t$ the probability that $A \subseteq F_i$ is exactly $x^p$. Hence $|\chi(A)|$ is the sum of $t$ independent $0/1$-random variables that each take value $1$ with probability $x^p$. Hence the expected value of $|\chi(A)|$ is

$$E[|\chi(A)|] = t \cdot x^p = \frac{1}{x^p - (1-x)^q} \cdot (p^2 + q^2 + 1) \log n$$

For every $B \in \binom{U}{q}$, $|\chi'(B)|$ is also a random variable. For a fixed $B \in \binom{U}{q}$ and $i \leq t$ the probability that $A \cap F_i = \emptyset$ is exactly $(1-x)^q$. Hence the expected value of $|\chi'(B)|$ is,

$$E[|\chi'(B)|] = t \cdot (1-x)^q = \frac{1}{x^p (1-x)^{q^2}} \cdot (p^2 + q^2 + 1) \log n.$$
degenerate case that $1 - \frac{2}{n} \leq 0$ is handled by the family $\mathcal{F}$ containing all (at most four) subsets of $U$.

To construct $\mathcal{F}$ within the stated initialization time bound, it is sufficient to try all families $\mathcal{F}$ of size $t$ and for each of the $\binom{2^n}{\zeta(n,p,q)}$ guesses, test whether it is indeed a family of $n$-$p$-$q$-separating collections in time $O(t \cdot n^{O(p+q)}) = O\left(\frac{1}{2^p(1-x^p)} \cdot n^{O(p+q)}\right)$.

For the queries, we need to give an algorithm that given $A$, computes $\chi(A)$ (or $\chi'(A)$), under the assumption that $\mathcal{F}$ has already been computed in the initialization step. This is easily done within the stated running time bound by going through every set $F \in \mathcal{F}$, checking whether $A \subseteq F$ (or $A \cap F = \emptyset$), and if so, inserting $F$ into $\chi(A)$ ($\chi'(A)$). This concludes the proof. \hfill \Box

We will now work towards improving the time bounds of Lemma 7.5.

**Lemma 7.6.** If there is a construction of $n$-$p$-$q$-separating collections $(\tilde{\mathcal{F}}, \tilde{\chi}, \tilde{\chi}')$ with initialization time $\tau_l(n, p, q)$, size $\zeta(n, p, q)$, $(\tilde{\chi}, \tilde{p})$-query time $Q(\tilde{\chi}, \tilde{p}')(n, p, q)$, $(\tilde{\chi}', \tilde{q}')$-query time $Q(\tilde{\chi}', \tilde{q}')(n, p, q)$, $(\tilde{\chi}, \tilde{p}')$-degree $\Delta(\tilde{\chi}, \tilde{p}')(n, p, q)$, and $(\tilde{\chi}', \tilde{q}')$-degree $\Delta(\tilde{\chi}', \tilde{q}')(n, p, q)$ then there is a construction of $n$-$p$-$q$-separating collections with following parameters.

- $\zeta'(n, p, q) \leq \zeta \left( (p + q)^2, p, q \right) \cdot (p + q)^{O(1)} \cdot \log n,$
- $\tau'_l(n, p, q) = \mathcal{O} \left( \tau_l \left( (p + q)^2, p, q \right) + \zeta \left( (p + q)^2, p, q \right) \cdot (p + q)^{O(1)} \cdot n \log n \right),$
- $\Delta'_l(\tilde{\chi}, \tilde{p}')(n, p, q) \leq \Delta(\tilde{\chi}, \tilde{p}')(\tilde{\chi}, \tilde{p}')(n, p, q) \cdot (p + q)^{O(1)} \cdot \log n,$
- $Q'_l(\tilde{\chi}, \tilde{p}')(n, p, q) = \mathcal{O} \left( \left( Q(\tilde{\chi}, \tilde{p}')(n, p, q) + \Delta(\tilde{\chi}, \tilde{p}')(n, p, q) \right) \cdot (p + q)^{O(1)} \cdot \log n \right),$
- $\Delta'_l(\tilde{\chi}', \tilde{q}')(n, p, q) \leq \Delta(\tilde{\chi}', \tilde{q}')(\tilde{\chi}', \tilde{q}')(n, p, q) \cdot (p + q)^{O(1)} \cdot \log n,$
- $Q'_l(\tilde{\chi}', \tilde{q}')(n, p, q) = \mathcal{O} \left( \left( Q(\tilde{\chi}', \tilde{q}')(n, p, q) + \Delta(\tilde{\chi}', \tilde{q}')(n, p, q) \right) \cdot (p + q)^{O(1)} \cdot \log n \right)

**Proof.** We give a construction of $n$-$p$-$q$-separating collections with initialization time, query time, size and degree $\tau'_l$, $Q'_l$, $\zeta'$ and $\Delta'$ respectively using the construction with initialization time, query time, size and degree $\tau_l$, $Q$, $\zeta$ and $\Delta$ as a black box.

We first describe the initialization of the data structure. Given $n$, $p$, and $q$, we construct using Theorem 5.2 a $(p + q)$-perfect family $f_1, \ldots, f_t$ of hash functions from the universe $U$ to $\left[(p + q)^2\right]$. The construction takes time $\mathcal{O}((p + q)^{O(1)} n \log n)$ and
\( t \leq (p + q)^{O(1)} \cdot \log n \). We will store these hash functions in memory. We use the following notations.

- For a set \( S \subseteq U \) and \( T \subseteq [(p + q)^2] \), \( f_i(S) = \{ f_i(s) : s \in S \} \) and \( f_i^{-1}(T) = \{ s \in U : f(s) \in T \} \).
- For a family \( \mathcal{Z} \) of sets over \( U \) and family \( \mathcal{W} \) of sets over \([(p + q)^2] \), \( f_i(\mathcal{Z}) = \{ f_i(S) : S \in \mathcal{Z} \} \) and \( f_i^{-1}(\mathcal{W}) = \{ f_i^{-1}(T) : T \in \mathcal{W} \} \).

We first use the given black box construction for \( (p + q)^2 \)-\( p \cdot q \)-separating collections \((\hat{F}, \hat{\chi}, \hat{\chi}')\) over the universe \([(p + q)^2] \). We run the initialization algorithm of this construction and store the family \( \hat{F} \) in memory. We then set

\[
\mathcal{F} = \bigcup_{i \leq t} f_i^{-1}(\hat{F}).
\]

We spent \( \mathcal{O}((p + q)^{O(1)} n \log n) \) time to construct a \((p + q)\)-perfect family of hash functions, \( \mathcal{O}(\tau_I((p + q)^2, p, q)) \) to construct \( \hat{F} \) of size \( \zeta((p + q)^2, p, q) \), and \( \mathcal{O}(\zeta((p + q)^2, p, q) \cdot (p + q)^{O(1)} \cdot n \log n) \) time to construct \( \mathcal{F} \) from \( \hat{F} \) and the family of perfect hash functions. Thus the upper bound on \( \tau_I(n, p, q) \) follows. Furthermore, \( |\mathcal{F}| \leq |\hat{F}| \cdot (p + q)^{O(1)} \cdot \log n \), yielding the claimed bound for \( \zeta' \).

We now define \( \chi(A) \) for every \( A \in \bigcup_{p' \leq p} \binom{U}{p'} \) and describe the query algorithm. For every \( A \in \bigcup_{p' \leq p} \binom{U}{p'} \) we let

\[
\chi(A) = \bigcup_{|f_i(A)| = |A|} f_i^{-1}(\hat{\chi}(f_i(A))).
\]

Since for every \( \hat{F} \in \hat{\chi}(f_i(A)) \), \( f_i(A) \subseteq \hat{F} \), it follows that \( A \subseteq F \) for every \( F \in \chi(A) \). Furthermore we can bound \( |\chi(A)| \) for any \( A \in \bigcup_{p' \leq p} \binom{U}{p'} \), as follows

\[
|\chi(A)| \leq \sum_{|f_i(A)| = |A|} |\hat{\chi}(f_i(A))| \leq \Delta_{(\chi, p')}((p + q)^2, p, q) \cdot (p + q)^{O(1)} \cdot \log n.
\]

Thus the claimed bound for \( \Delta'_{(\chi, p')} \) follows. Similarly, way can define \( \chi'(B) \) for every \( B \in \bigcup_{q' \leq q} \binom{U}{q'} \) as

\[
\chi'(B) = \bigcup_{|f_i(A)| = |A|} f_i^{-1}(\hat{\chi}'(f_i(A))).
\]
We now give a splitting lemma partition $A$ and $n$ for every $i \leq t$ and check whether $f_i$ is injective on $A$. This takes time $O((p + q)^{O(1)} \cdot \log n)$. For each $i$ such that $f_i$ is injective on $A$, we compute $f_i(A)$ and then $\hat{\chi}(f_i(A))$ in time $O(Q(\hat{\chi},p'))((p + q)^2, p, q))$. Then we compute $f_i^{-1}(\hat{\chi}(f_i(A)))$ in time $O(|\hat{\chi}(f_i(A))| \cdot (p + q)^{O(1)}) = O(\Delta_{(\hat{\chi},p')}((p + q)^2, p, q) \cdot (p + q)^{O(1)})$ and add this set to $\chi(A)$. As we need to do this $O((p + q)^{O(1)} \cdot \log n)$ times, the total time to compute $\chi(A)$ is upper bounded by $O(Q(\hat{\chi},p')((p + q)^2, p, q) + \Delta_{(\hat{\chi},p')}((p + q)^2, p, q) \cdot (p + q)^{O(1)} \cdot \log n)$, yielding the claimed upper bound on $Q'(\hat{\chi},p')$. Similar way we can bound $Q'(\hat{\chi},p')$.

It remains to argue that $(F, \chi, \chi')$ is in fact a $n$-$p$-$q$-separating collection. For any $r$, consider pairwise disjoint sets $A_1 \in \binom{U}{p_1}, \ldots, A_r \in \binom{U}{p_r}$, and $B \in \binom{U}{q}$ such that $p_1 + \ldots + p_r = p$. We need to show that there is $F \in \chi(A_1) \cap \cdots \cap \chi(A_r) \cap \chi'(B)$. Since $f_1, \ldots, f_t$ is a $(p+q)$-perfect family of hash functions, there is an $i$ such that $f_i$ is injective on $A_1 \cup \cdots \cup A_r \cup B$. Thus $\hat{F} = \hat{\chi}(f_i(A_1)) \cap \cdots \cap \hat{\chi}(f_i(A_r)) \cap \hat{\chi}'(f_i(B))$. Since $f_i$ is injective on $A_1, \ldots, A_r$ and $B$, $f_i^{-1}(\hat{F}) \in \chi(A_1) \cap \cdots \cap \chi(A_r) \cap \chi'(B)$. This concludes the proof. $\square$

We now give a splitting lemma, which allows us to reduce the problem of finding $n$-$p$-$q$-separating collections to the same problem, but with much smaller values for $p$ and $q$.

A partition of $U$ is a family $\mathcal{U}_p = \{U_1, U_2, \ldots, U_t\}$ of sets over $U$ such that $U_i \cap U_j = \emptyset$ for every $i \neq j$ and $U = \bigcup_{i \leq t} U_i$. Each of the sets $U_i$ are called the parts of the partition. A consecutive partition of $\{1, \ldots, n\}$ is a partition $\mathcal{U}_p = \{U_1, U_2, \ldots, U_t\}$ of $\{1, \ldots, n\}$ such that for every integer $i \leq t$ and integers $1 \leq x \leq y \leq z$, if $x \in U_i$ and $z \in U_i$ then $y \in U_i$ as well. In other words, in a consecutive partition each part is a consecutive interval of integers. For every integer $t$, let $\mathcal{P}^n_t$ denote the collection of all consecutive partitions of $\{1, \ldots, n\}$ with exactly $t$ parts. We do not demand that all of the parts in a partition in $\mathcal{P}_t$ are non-empty. Simple counting arguments show that for every $t$, $|\mathcal{P}^n_t| = \binom{n+t-1}{t-1}$.

We will denote by $\mathcal{Z}^p_{s,t}$ the set of all $t$-tuples $(p_1, p_2, \ldots, p_t)$ of integers such that $\sum_{i \leq t} p_i = p$ and $0 \leq p_i \leq s$ for all $i$. Clearly $|\mathcal{Z}^p_{s,t}| \leq \binom{p+t-1}{t-1}$, since this counts all the ways of writing $p$ as a sum of $t$ non-negative integers, without considering the upper bound on each one. For an ease of convenience we summarize the above in the next definition and the proposition.
Definition 7.3. A partition of $U$ is a family $U_P = \{U_1, U_2, \ldots, U_t\}$ of sets over $U$ such that $\forall i \neq j, U_i \cap U_j = \emptyset$ and $U = \bigcup_{i \leq t} U_i$. Each of the sets $U_i$ are called the parts of the partition. A consecutive partition of $\{1, \ldots, n\}$ is a partition $U_P = \{U_1, U_2, \ldots, U_t\}$ of $\{1, \ldots, n\}$ such that for every integer $i \leq t$ and integers $1 \leq x \leq y \leq z$, if $x \in U_i$ and $z \in U_i$ then $y \in U_i$ as well.

Proposition 7.1. Let $\mathcal{P}^n_t$ denote the collection of all consecutive partitions of $\{1, \ldots, n\}$ with exactly $t$ parts. Let $Z^p_{s,t}$ be the set of all $t$-tuples $(p_1, p_2, \ldots, p_t)$ of integers such that $\sum_{i \leq t} p_i = p$ and $0 \leq p_i \leq s$ for all $i$. Then for every $t$, $|\mathcal{P}^n_t| = \binom{n + t - 1}{t - 1}$ and $|Z^p_{s,t}| \leq \binom{p + t - 1}{t - 1}$.

Lemma 7.7. For any $p, q$ let $s = \lfloor (\log(p+q))^2 \rfloor$ and $t = \lceil \frac{p+q}{s} \rceil$. If there is a construction of $n$-$p$-$q$-separating collections $(\mathcal{F}_p, \chi_p, \chi'_p)$

- with size $\zeta(n,p,q)$ and initialization time $\tau_1(n,p,q)$,
- $(\chi_p, p')$-degree $\Delta_{(\chi_p, p')}(n,p,q)$ and $(\chi'_p, q')$-degree $\Delta_{(\chi'_p, q')}(n,p,q)$, and
- query times $Q_{(\chi_p, p')}(n,p,q)$ and $Q_{(\chi'_p, q')}(n,p,q)$,

then there is a construction of $n$-$p$-$q$-separating collection with following parameters

- $\zeta'(n,p,q) \leq |\mathcal{P}^n_t| \cdot \sum_{(p_1, \ldots, p_t) \in Z^p_{s,t}} \prod_{i \leq t} \zeta(n, p_i, s - p_i)$,
- $\tau'(n,p,q) = O\left( \left( \sum_{\substack{p \leq s, p \leq q \leq \hat{p} \leq p + n^O(1) \atop \hat{p} \leq p \leq q}} \tau_1(n, \hat{p}, s - \hat{p}) \right) + \zeta'(n, p, q) \cdot n^{O(1)} \right)$,
- $\Delta_{(\chi, p')}'(n,p,q) \leq \Delta_{(\chi, p')}^{*}(n,p,q) = |\mathcal{P}^n_t| \cdot |Z^p_{s,t}| \cdot \max_{(p_1, \ldots, p_t) \in Z^p_{s,t}} \prod_{i \leq t} \Delta_{(\chi_p, p'_i)}(n, p_i, s - p_i)$,
- $Q_{(\chi, p')}'(n,p,q) = O\left( \Delta_{(\chi, p')}^{*}(n,p,q) \cdot n^{O(1)} \cdot |\mathcal{P}^n_t| \cdot |Z^p_{s,t}| \cdot t \cdot \left( \max_{\substack{p \leq s, p' \leq p \leq p' \leq q \leq p' \leq p \leq q}} Q_{(\chi, p')}^{*}(n, \hat{p}, s - \hat{p}) \right) \right)$.
\[
\Delta'_{(\chi', q')} (n, p, q) \leq \Delta^*_{(\chi', q')} (n, p, q)
\]

\[
= |\mathcal{P}_1^n| \cdot |Z_{s,t}^p| \cdot \prod_{(p_1, \ldots, p_t) \in \mathbb{Z}_{p,s}^t, q'_1 \leq s - p_1, \ldots, q'_t \leq s - p_t, q'_1 + \ldots + q'_t = q'} \Delta_{(\chi'_p, q'_t)} (n, p_i, s - p_i),
\]

\[
Q'_{(\chi', q')} (n, p, q) = \mathcal{O} \left( \Delta^*_{(\chi', q')} (n, p, q) \cdot n^{O(1)} + |\mathcal{P}_1^n| \cdot |Z_{s,t}^p| \cdot t \cdot \max_{q' - q' \geq s, q' - s \leq p} Q_{(\chi'_p, q')}(n, s - q', q') \right).
\]

**Proof.** Set \(s = \lfloor (\log(p + q))^2 \rfloor\) and \(t = \lceil \frac{p + q}{s} \rceil\). We will give a construction of \(n\)-\(p\)-\(q\)-separating collections with initialization time, query time, size and degree within the claimed bounds above. In this construction we will use the given construction as a black box. We may assume without loss of generality that \(U = \{1, \ldots, n\}\).

Our algorithm first runs for every \(\hat{p}, 0 \leq \hat{p} \leq s, \hat{p} \leq p, s - \hat{p} \leq q\), and initializes \(n\)-\(\hat{p}\)-\((s - \hat{p})\)-separating collections, \((F_{\hat{p}}, \chi_{\hat{p}}, \chi'_{\hat{p}})\).

These will be the building blocks of our construction. For a family of sets \(\mathcal{A}\) over a universe \(U\) and subset \(U' \subseteq U\) we define \(\mathcal{A} \cap U' = \{ A \cap U' : A \in \mathcal{A} \}\). We now define \(\mathcal{F}\) as follows.

\[
\mathcal{F} = \bigcup_{\{U_1, \ldots, U_t\} \in \mathcal{P}_i^n, (p_1, \ldots, p_t) \in \mathbb{Z}_{p,s}^t, \text{ such that } \forall i : s - p_i \leq q} \mathcal{F}_{p_1} \cap U_1 \circ \mathcal{F}_{p_2} \cap U_2 \circ \ldots \circ \mathcal{F}_{p_t} \cap U_t \quad (7.1)
\]

It follows directly from the definition of \(\mathcal{F}\) that \(|\mathcal{F}|\) is within the claimed bound for \(\zeta'(n, p, q)\). For the initialization time, the algorithm spends \(\mathcal{O} \left( \sum_{\hat{p} \leq s, p} \tau_1(n, \hat{p}, s - \hat{p}) \right)\) time to initialize the constructions of the \(n\)-\(\hat{p}\)-\((s - \hat{p})\)-separating collections for all \(\hat{p} \leq s\) such that \(\hat{p} \leq p\) and \(s - \hat{p} \leq q\) together. Now the algorithm can output the entries of \(\mathcal{F}\) one set at a time by using Equation (7.1), spending \(n^{O(1)}\) time per output set. Hence the time bound for \(\tau'_1(n, p, q)\) follows.
For every set \( A \in \bigcup_{p' \leq p} \binom{U}{p'} \) we define \( \chi(A) \) as follows.

\[
\chi(A) = \bigcup_{\{U_1, \ldots, U_t\} \in \mathcal{P}_n} \left[ (\chi_{p_1}(A \cap U_1) \cap U_1) \circ (\chi_{p_2}(A \cap U_2) \cap U_2) \circ \cdots \right. \tag{7.2}
\]

**\[ \ldots \circ (\chi_{p_t}(A \cap U_t) \cap U_t) \]\**

Now we show that \( \chi(A) \subseteq \mathcal{F} \). From the definition of \( n,p_i\)-(\( s - p_i \))-separating collections \((\mathcal{F}_{p_i}, \chi_{p_i}, \chi'_{p_i})\), each family \( \chi_{p_i}(A \cap U_i) \) in Equation (7.2) is a subset of \( \mathcal{F}_{p_i} \). This implies that \( \chi_{p_i}(A \cap U_i) \cap U_i \subseteq \mathcal{F}_{p_i} \cap U_i \). Hence \( \chi(A) \subseteq \mathcal{F} \). Similarly we can define \( \chi'(B) \) for any \( B \in \bigcup_{q' \leq q} \binom{U}{q'} \) as

\[
\chi'(B) = \bigcup_{\{U_1, \ldots, U_t\} \in \mathcal{P}_n} \left[ (\chi'_{p_1}(B \cap U_1) \cap U_1) \circ (\chi'_{p_2}(B \cap U_2) \cap U_2) \circ \cdots \right. \tag{7.3}
\]

**\[ \ldots \circ (\chi'_{p_t}(B \cap U_t) \cap U_t) \]\**

Similar to the proof of \( \chi(A) \subseteq \mathcal{F} \), we can show that \( \chi'(B) \subseteq \mathcal{F} \). It follows directly from the definition of \( \chi(A) \) and \( \chi'(B) \) that \( |\chi(A)| \) and \( |\chi'(B)| \) is within the claimed bound for \( \Delta'_{\chi,p'}(n, p, q) \) and \( \Delta'_{\chi',p'}(n, p, q) \) respectively. We now describe how queries \( \chi(A) \) can be answered, and analyze how much time it takes. Given \( A \) we will compute \( \chi(A) \) using Equation (7.2). Let \( |A| = p' \). For each \( \{U_1, \ldots, U_t\} \in \mathcal{P}_n \) and \( (p_1, \ldots, p_t) \in \mathbb{Z}_{s,t}^n \) such that \( p'_i = |U_i \cap A| \leq p_i, s - p_i \leq q \) for all \( i \leq t \), we proceed as follows. First we compute \( \chi_{p_i}(A \cap U_i) \) for each \( i \leq t \), spending in total \( \mathcal{O}(\sum_{i \leq t} Q(p_i, p, q)) \) time. Now we add each set in

\[
(\chi_{p_1}(A \cap U_1) \cap U_1) \circ (\chi_{p_2}(A \cap U_2) \cap U_2) \circ \cdots \circ (\chi_{p_t}(A \cap U_t) \cap U_t)
\]
to \( \chi(A) \), spending \( n^{O(1)} \) time per set, yielding the bound below,

\[
Q'_{(X',p')} (n, p, q) \leq O \left( \Delta^*_{(X,p')} (n, p, q) \cdot n^{O(1)} + \sum_{\{U_1, \ldots, U_t\} \in \mathcal{S}_t} \left[ \sum_{i \leq t} Q_{(X,p')} (n, p_i, s - p_i) \right] \right)
\]

Hence there exists a \( \{U_1, \ldots, U_t\} \in \mathcal{S}_t \) such that \( \forall i \), \( p_i = |U_i \cap A| \leq p_i, s - p_i \leq q \)

\[
\leq O \left( \Delta^*_{(X,p')} (n, p, q) \cdot n^{O(1)} + \max_{\{p_1, \ldots, p_t\} \in \mathcal{S}_t} \left( \sum_{i \leq t} Q_{(X,p')} (n, p_i, s - p_i) \right) \right)
\]

\[
\leq O \left( \Delta^*_{(X,p')} (n, p, q) \cdot n^{O(1)} + \max_{\{p_1, \ldots, p_t\} \in \mathcal{S}_t} \left( \sum_{i \leq t} Q_{(X,p')} (n, p_i, s - p_i) \right) \right)
\]

For any \( (p_1, \ldots, p_t) \in \mathcal{S}_t \), and \( p'_1 \leq p_1, \ldots, p'_t \leq p_t \) such that \( \sum_{i=1}^t p'_i = p' \), we have that \( \sum_{i=1}^t p_i - p'_i = p - p' \) and so \( p_i - p'_i \leq p - p' \) for all \( i \). This shows the correctness of the last inequality in the above query time analysis.

By doing similar analysis, we get required bound for \( Q'_{(X',d')} \). We now need to argue that \( (\mathcal{F}, \chi, \chi') \) is in fact a \( n-p-q \)-separating collection. For any \( r \), consider pairwise disjoint sets \( A_1 \in \binom{U}{b_1}, \ldots, A_r \in \binom{U}{b_r} \) and \( B \in \binom{U}{q} \) such that \( b_1 + \cdots + b_r = p \). Let \( A = A_1 \cup \cdots \cup A_r \). There exists a consecutive partition \( \{U_1, \ldots, U_t\} \in \mathcal{S}_t \) of \( U \) such that for every \( i \leq t \) we have that \( |(A \cup B) \cap U_i| \leq \lceil \frac{|A| + |B|}{t} \rceil = s \). For each \( i \leq t \) set \( p_i = |A \cap U_i| \) and \( q_i = |B \cap U_i| = s - p_i \). Note that \( p_i \leq p \) and \( q_i \leq q \) for all \( i \). For every \( i \leq t \) the tuple \( (\mathcal{F}_{p_i}, \chi_{p_i}, \chi'_{p_i}) \) form a \( n-p_i-q_i \)-separating collection. Hence there exists a \( F_i \in \chi_{p_i} (A_1 \cap U_i) \cap \cdots \cap \chi_{p_i} (A_r \cap U_i) \cap \chi'_{p_i} (B \cap U_i) \) because \( |A_1 \cap U_i| + \cdots + |A_r \cap U_i| = p_i \), \( |B \cap U_i| = q_i \) and \( (\mathcal{F}_{p_i}, \chi_{p_i}, \chi'_{p_i}) \) is a \( n-p_i-q_i \)-separating collection. That is \( F_i \in \chi_{p_i} (A_j \cap U_i) \) for all \( j \leq r \) and \( F_i \in \chi'_{p_i} (B \cap U_i) \). Let \( F = \bigcup_{i \leq t} F_i \cap U_i \). By construction of \( \chi \) and \( \chi' \), \( F \in \chi (A_j) \) for all \( j \leq r \) and \( F \in \chi' (B) \). Hence \( F \in \chi (A_1) \cap \cdots \cap \chi (A_r) \cap \chi' (B) \). This completes the proof \( \square \)

Now we are ready to prove Lemma 7.4. We restate the lemma for easiness of
Lemma 7.4 Given $0 < x < 1$, there is a construction of $n$-$p$-$q$-separating collection with the following parameters

- size: $\zeta(n,p,q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{xp(1-x)^y} \cdot (p+q)^{O(1)} \cdot \log n$
- initialization time: $\tau_I(n,p,q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{xp(1-x)^y} \cdot (p+q)^{O(1)} \cdot n \log n$
- $(\chi,p')$-degree: $\Delta_{(\chi,p')}(n,p,q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{xp(1-x)^y} \cdot (p+q)^{O(1)} \cdot \log n$
- $(\chi', p')$-query time: $Q_{(\chi', p')}(n,p,q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{xp(1-x)^y} \cdot (p+q)^{O(1)} \cdot \log n$
- $(\chi', q')$-degree: $\Delta_{(\chi', q')}(n,p,q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{xp(1-x)^y} \cdot (p+q)^{O(1)} \cdot \log n$
- $(\chi', q')$-query time: $Q_{(\chi', q')}(n,p,q) \leq 2^{O\left(\frac{p+q}{\log \log(p+q)}\right)} \cdot \frac{1}{xp(1-x)^y} \cdot (p+q)^{O(1)} \cdot \log n$

Proof. We first explain a brute force construction of $n$-$p$-$q$-separating collection when the value of $x$ is close to 0 or close to 1. These are discussed in Cases 1 and 2 and the result for all other values of $x$ is explained in Case 3. Let $U$ be the universe.

Case 1: $x \leq \frac{1}{n}$. In this case the algorithm will output all subset of size $p$ of the universe as the family $\mathcal{F}$ of sets in the $n$-$p$-$q$-separating collection. That is $\mathcal{F} = \{F \subseteq U \mid \|F\| = p\}$. We define $\chi$ and $\chi'$ as follows. For any $A \in \bigcup_{p' \leq p} \binom{U}{p'}$, $\chi(A) = \{F \in \mathcal{F} \mid A \subseteq F\}$. For any $B \in \bigcup_{q' \leq q} \binom{U}{q'}$, $\chi'(B) = \{F \in \mathcal{F} \mid B \cap F = \emptyset\}$. It is easy to see that $(\mathcal{F}, \chi, \chi')$ is a $n$-$p$-$q$-separating collection. Note that $|\mathcal{F}| = \binom{n}{p} \leq n^p$. Since $n \leq \frac{1}{x}$, the size of the $n$-$p$-$q$-separating collection is upperbound by the claimed bound. Since we can list all the elements in $\mathcal{F}$ in $n^p$ time, the initialization time is upper bounded by the claimed bound. For any $A \subseteq U$, $|A| = p'$, the cardinality of $\chi(A)$ is exactly equal to $\binom{n}{p'}$ which is upper bounded by $\frac{1}{xp'}$. Thus the $(\chi, p')$-degree and $(\chi, p')$-query time is bounded by the claimed bound. For any $B \subseteq U$, $|B| = q'$, the cardinality of $\chi'(B)$ is at most $|\mathcal{F}|$, which is upper bounded by $\frac{1}{xp'}$. Thus the $(\chi', q')$-degree and $(\chi', q')$-query time is bounded by the claimed bound.

Case 2: $1 - x \leq \frac{1}{n}$. In this case the algorithm will output all subset of size $n - q$ of the universe as the family $\mathcal{F}$ of sets in the $n$-$p$-$q$-separating collection. That is $\mathcal{F} = \{F \subseteq U \mid |F| = n - q\}$. We define $\chi$ and $\chi'$ as follows. For any $A \in \bigcup_{p' \leq p} \binom{U}{p'}$, $\chi(A) = \{F \in \mathcal{F} \mid A \subseteq F\}$. For any $B \in \bigcup_{q' \leq q} \binom{U}{q'}$, $\chi'(B) = \{F \in \mathcal{F} \mid B \cap F = \emptyset\}$. It is easy to see that $(\mathcal{F}, \chi, \chi')$ is a $n$-$p$-$q$-separating collection. Note that
$|\mathcal{F}| = \binom{n}{n-q} \leq n^q$. Since $n \leq \frac{1}{1-x}$, the size of the $n\text{-}p\text{-}q$-separating collection is upper bounded by the claimed bound. Since we can list all the elements in $\mathcal{F}$ in $n^q$ time, the initialization time is upper bounded by the claimed bound. For any $A \subseteq U$, $|A| = p'$, the cardinality of $\chi(A)$ is at most $|\mathcal{F}|$ which is upper bounded by $\frac{1}{(1-x)^q}$. Thus the $(\chi, p')$-degree and $(\chi, p')$-query time is bounded by the claimed bound. For any $B \subseteq U$, $|B| = q'$, the cardinality of $\chi'(B)$ is exactly equal to $\binom{n}{n-q}$, which is upper bounded by $\frac{1}{(1-x)^{q'}}$. Thus the $(\chi', q')$-degree and $(\chi', q')$-query time is bounded by the claimed bound.

**Case 3:** $x, 1-x > \frac{1}{n}$. The structure of the proof in this case is as follows. We first create a collection using Lemma 7.5. Then we apply Lemma 7.6 and obtain another construction. From here onwards we keep applying Lemma 7.7 and Lemma 7.6 in phases until we achieve the required bounds on size, degree, query and initialization time.

We first apply Lemma 7.5 and get a construction of $n\text{-}p\text{-}q$-separating collections with the following parameters.

- size, $\zeta^1(n, p, q) = \mathcal{O}\left(\frac{1}{x^p(1-x)^q} \cdot (p^2 + q^2 + 1) \log n\right)$,
- initialization time, $\tau^1(n, p, q) = \mathcal{O}\left((\frac{2^n}{x^p(1-x)^q} \cdot n^{O(p+q)})\right)$,
- $(\chi_1, p')$-degree for $p' \leq p$, $\Delta^1_{(\chi_1, p')}(n, p, q) = \mathcal{O}\left(\frac{1}{x^{p-p'}} \cdot \frac{(p^2+q^2+1)}{(1-x)^q} \cdot \log n\right)$
- $(\chi_1, p')$-query time $Q^1_{(\chi_1, p')}(n, p, q) = \mathcal{O}\left(\frac{1}{x^{p-p'}} \cdot n^{O(1)}\right) = \mathcal{O}(2^n n^{O(1)})$
- $(\chi_1', q')$-degree for $q' \leq q$, $\Delta^1_{(\chi_1', q')}(n, p, q) = \mathcal{O}\left(\frac{1}{x^p(1-x)^q-q'} \cdot (p^2 + q^2 + 1) \cdot \log n\right)$
- $(\chi_1', q')$-query time, $Q^1_{(\chi_1', q')}(n, p, q) = \mathcal{O}\left(\frac{1}{x^p(1-x)^q} \cdot n^{O(1)}\right) = \mathcal{O}(2^n n^{O(1)})$

We apply Lemma 7.6 to this construction to get a new construction with the following parameters.

- size, $\zeta^2(n, p, q) = \mathcal{O}\left(\frac{1}{x^p(1-x)^q} \cdot (p + q)^{O(1)} \cdot \log n\right)$
- initialization time, $\tau^2(n, p, q) = \mathcal{O}\left(\tau^1((p+q)^2, p, q) + \zeta^1((p+q)^2, p, q) \cdot (p+q)^{O(1)} \cdot n \log n\right)
= \mathcal{O}\left(\frac{2^{2(p+q)^2}}{x^p(1-x)^q} \cdot (p+q)^{O(p+q)} + \left(\frac{1}{x^p(1-x)^q} \cdot (p+q)^{O(1)} \cdot n \log n\right)\right)
= \mathcal{O}\left(\frac{(p+q)^{O(p+q)}}{x^p(1-x)^q} \cdot 2^{2(p+q)^2} + n \log n\right)$
We apply Lemma 7.7 to this construction. Recall that in Lemma 7.7 we set
\[ s = \lfloor \log(p + q) \rfloor \]
and \( t = \lceil \frac{p + q}{s} \rceil \).

\[ \zeta^3(n, p, q) \leq |\mathcal{S}^n_t| \cdot \sum_{(p_1, \ldots, p_t) \in \mathcal{Z}^p_{s,t}} \prod_{i \leq t} \zeta^2(n, p_i, s - p_i) \]
\[ \leq n^{O(t)} \cdot |\mathcal{Z}^p_{s,t}| \cdot \max_{(p_1, \ldots, p_t) \in \mathcal{Z}^p_{s,t}} \prod_{i \leq t} \zeta^2(n, p_i, s - p_i) \]
\[ \leq n^{O(t)} \cdot (p + q)^{O(t)} \cdot \frac{1}{x^p(1 - x)^{q+s}} \cdot s^{O(t)} \cdot (\log n)^{O(t)} \]
\[ \leq n^{O\left(\frac{p+q}{\log^2(p+q)}\right)} \cdot \frac{1}{x^p(1 - x)^q} \quad \text{(Because } \frac{1}{1 - x} \leq n^s \leq n^{O(t)} \text{)} \]

\[ \tau^2_t(n, p, q) = O\left( \sum_{p \leq s, \bar{p}} \tau^2_t(n, \bar{p}, s - \bar{p}) \right) + \zeta^3(n, p, q) \cdot n^{O(1)} \]
\[ = O\left( \sum_{p \leq s, \bar{p}} \frac{s^{O(s)}}{x^p(1 - x)^{s-\bar{p}}} \left( 2^{2^{x^s}} + n \log n \right) \right) + \zeta^3(n, p, q) \cdot n^{O(1)} \]
\[ = O\left( \frac{\log(p + q)^{O(\log^2(p+q))}}{x^p(1 - x)^q} \left( 2^{2^{\log^2(p+q)}} + n \log n \right) \right) + \frac{n^{O\left(\frac{p+q}{\log^2(p+q)}\right)}}{x^p(1 - x)^q} \]
\[\Delta^3_{(X_3,p')}(n, p, q) \leq \Delta^3_{(X_3,p')}(n, p, q)\]
\[= |\mathcal{P}_t| \cdot |Z_{s,t}^p| \cdot \max_{(p_1, \ldots, p_t) \in \mathcal{Z}_{s,t}^p} \prod_{i \leq t} \Delta^2_{(X,p)}(n, p_i, s - p_i)\]
\[\leq n^{O(t)} \cdot (p + q)^{O(t)} \cdot \frac{1}{x^{p-p'}(1-x)^{q-s}} \cdot s^{O(t)} \cdot (\log n)^{O(t)}\]
\[\leq n^{O(t)} \cdot (p + q)^{O(t)} \cdot \frac{1}{x^p(1-x)^{q-s-q'}} \cdot s^{O(t)} \cdot (\log n)^{O(t)}\]

\[Q^3_{(X_3,p')}(n, p, q) \leq O\left(\Delta^3_{(X_3,p')}(n, p, q) \cdot n^{O(1)} + |\mathcal{P}_t| \cdot |Z_{s,t}^p| \cdot t \cdot \max_{p' \leq p \leq s} Q^2_{(X_3,p')}(n, p, s - p)\right)\]
\[\leq O\left(\Delta^3_{(X_3,p')}(n, p, q) \cdot n^{O(1)} + n^{O(t)} \cdot \max_{p' \leq p \leq s} \left(2^{s^2 + \frac{1}{x^{p-p'}(1-x)^{s-p}}}\right) s^{O(1)} \log n\right)\]
\[\leq O\left(n^{O\left(\frac{p + q}{\log^2(p + q)}\right)} + n^{O(t)} \cdot s^{O(1)} \cdot \log n \left(2^{s^2 + \frac{1}{x^{p-p'}(1-x)^{q-s}}}\right)\right)\]
\[\leq O\left(n^{O\left(\frac{p + q}{\log^2(p + q)}\right)}\right)\]

Similar way we can bound \(Q^3_{(X_3',p')}(n, p, q)\) as,

\[Q^3_{(X_3',p')}(n, p, q) \leq O\left(n^{O\left(\frac{p + q}{\log^2(p + q)}\right)}\right)\]

We apply Lemma 7.6 to this construction to get a new construction with the fol-
lowing parameters.

- size, \( \zeta(n, p, q) \leq 2^{O(\log(p+q))} \cdot \frac{1}{x^p(1-x)^q} \cdot (p + q)^{O(1)} \cdot \log n \),

- initialization time,

\[
\tau^I_4(n, p, q) \leq O(\tau^I_3 ((p + q)^2, p, q) + \zeta^3 ((p + q)^2, p, q) \cdot (p + q)^{O(1)} \cdot n \log n)
\leq 2^{2\log^4(p+q)} \cdot \frac{(\log(p + q))^{O(1)} \cdot n \log n}{x^p(1-x)^q} + 2^{O(p+q)} \log n \cdot (p + q)^{O(1)} \cdot n \log n
\]

- \((\chi_4, p')\)-degree,

\[
\Delta^I_{(\chi_4, p')}(n, p, q) \leq \Delta^I_{(\chi_3, p')}( (p + q)^2, p, q) \cdot (p + q)^{O(1)} \cdot \log n
\leq \frac{2^{O(\log(p+q))}}{x^{p-p'}(1-x)^q} \cdot (p + q)^{O(1)} \cdot \log n
\]

- \((\chi_4', q')\)-degree,

\[
\Delta^I_{(\chi_4', q')}(n, p, q) \leq \Delta^I_{(\chi_3', q')}( (p + q)^2, p, q) \cdot (p + q)^{O(1)} \cdot \log n
\leq \frac{2^{O(\log(p+q))}}{x^{p-q'}(1-x)^q} \cdot (p + q)^{O(1)} \cdot \log n
\]

- \((\chi_4, p')\)-query time,

\[
Q^I_{(\chi_4, p')}(n, p, q) \leq O\left( (Q^I_{(\chi_3, p')}( (p + q)^2, p, q) + \Delta^I_{(\chi_3, p')}( (p + q)^2, p, q)) \cdot (p + q)^{O(1)} \cdot \log n \right)
\leq \frac{2^{O(\log(p+q))}}{x^{p-p'}(1-x)^q} \cdot (p + q)^{O(1)} \log n
\]

- \((\chi_4', q')\)-query time,

\[
Q^I_{(\chi_4', q')}(n, p, q) \leq 2^{O(\log(p+q))} \cdot (p + q)^{O(1)} \log n
\]

We apply Lemma 7.7 to this construction by setting \( s = \lfloor (\log(p+q))^2 \rfloor \) and \( t = \lceil \frac{p+q}{s} \rceil \).
size,
\[
\zeta^5(n, p, q) \leq |\mathcal{P}_t^n| \cdot \sum_{(p_1, \ldots, p_t) \in \mathcal{I}_t^{s}} \prod_{i=1}^{t} \zeta^4(n, p_i, s - p_i)
\leq n^{O(t)} \cdot (p + q)^{O(t)} \cdot s^{O(t)} \cdot 2^{O(\frac{s^4}{\log n})} \cdot (\log n)^{O(t)} \cdot \frac{1}{x^p(1 - x)^q + s}
\leq n^{O(\frac{p + q}{\log \log(p + q)^4})} \cdot 2^{O(\frac{p + q}{\log \log(p + q)^4})} \cdot \frac{1}{x^p(1 - x)^q}
\]
\[
\left(\text{Because } \left(\frac{1}{1 - x}\right)^s \in n^{O(t)}\right)
\]

• initialization time,
\[
\tau^5_I(n, p, q) \leq O\left(\left(\sum_{\hat{p} \leq s, \hat{p} \neq p} \tau^4_I(n, \hat{p}, s - \hat{p})\right) + \zeta^5(n, p, q) \cdot n^{O(t)}\right)
\leq O\left(\frac{2^{O(\log^4 s)} \cdot (\log s)^{O(\log^2 s)}}{x^p(1 - x)^q} + \frac{2^{O(\frac{s^4}{\log n})}}{x^p(1 - x)^q} \cdot n \log n + n^{O(\frac{p + q}{\log \log(p + q)^4})} \cdot 2^{O(\frac{p + q}{\log \log(p + q)^4})} \cdot \frac{1}{x^p(1 - x)^q}\right)
\leq O\left(\frac{2^{O(\log^4 s)} \cdot (\log s)^{O(\log^2 s)}}{x^p(1 - x)^q} + n^{O(\frac{p + q}{\log \log(p + q)^4})} \cdot 2^{O(\frac{p + q}{\log \log(p + q)^4})} \cdot \frac{1}{x^p(1 - x)^q}\right)
\leq O\left(\frac{2^{O(\log^4 s)} \cdot (\log^2(p + q))^4}{x^p(1 - x)^q} + n^{O(\frac{p + q}{\log \log(p + q)^4})} \cdot 2^{O(\frac{p + q}{\log \log(p + q)^4})} \cdot \frac{1}{x^p(1 - x)^q}\right)
\leq O\left(\frac{n^{O(\frac{p + q}{\log \log(p + q)^4})} \cdot 2^{O(\frac{p + q}{\log \log(p + q)^4})}}{x^p(1 - x)^q}\right)
\]
\[
\left(\text{Because } 2^{O(\log^4 s)} \cdot (\log(p + q))^4 \leq 2^{O(\frac{p + q}{\log \log(p + q)^4})}\right)
\]
• \((x_5, p')\)-degree,

\[
\Delta^5_{(x_5, p')} (n, p, q) \leq \Delta^5_{(x_5, p')} (n, p, q) \\
= \left| \mathcal{P}_t^\| \cdot \left| \mathcal{Z}_s^p \right| \cdot \max_{(p_1, \ldots, p_t) \in \mathcal{Z}_s^p} \prod_{i \leq t} \Delta^4_{(x_4, p')} (n, p_i, s - p_i) \right| \\
\leq n^{O(t)} \cdot (p + q)^{O(t)} \cdot \frac{2^{O(\frac{x t}{\log x})}}{x^{p - p'} (1 - x)^q} \cdot s^{O(t)} \cdot (\log n)^{O(t)} \\
\leq n^{O\left(\frac{p + q}{\log 2 (p + q)} \right)} \cdot 2^{O\left(\frac{p + q}{\log 2 (p + q)} \right)} \cdot \frac{1}{x^{p - p'} (1 - x)^q}
\]

(Because \(\left(\frac{1}{1 - x}\right)^s \in n^{O(t)}\))

• \((x'_5, q')\)-degree,

\[
\Delta^5_{(x'_5, q')} (n, p, q) \leq \Delta^5_{(x'_5, q')} (n, p, q) \\
\leq n^{O\left(\frac{p + q}{\log 2 (p + q)} \right)} \cdot 2^{O\left(\frac{p + q}{\log 2 (p + q)} \right)} \cdot \frac{1}{x^{p - p'} (1 - x)^q}
\]

• \((x_5, p')\)-query time,

\[
Q^5_{(x_5, p')} (n, p, q) \leq O\left(\Delta^5_{(x_5, p')} (n, p, q) \cdot n^{O(1)} \cdot \left| \mathcal{P}_t^\| \cdot \left| \mathcal{Z}_s^p \right| \cdot \max_{\hat{p} \leq p \leq s, \hat{p} - p' \leq p'} \prod_{s - p' \leq q} Q^4_{(x_4, p')} (n, \hat{p}, s - \hat{p}) \right) \right) \\
\leq n^{O\left(\frac{p + q}{\log 2 (p + q)} \right)} \cdot 2^{O\left(\frac{p + q}{\log 2 (p + q)} \right)} \cdot \frac{1}{x^{p - p'} (1 - x)^q}
\]

• \((x'_5, q')\)-query time,

\[
Q^5_{(x'_5, q')} (n, p, q) \leq n^{O\left(\frac{p + q}{\log 2 (p + q)} \right)} \cdot 2^{O\left(\frac{p + q}{\log 2 (p + q)} \right)} \cdot \frac{1}{x^{p - p'} (1 - x)^q}
\]

We apply Lemma 7.6 to this construction to get a new construction with the following parameters.

• size,

\[
\zeta(n, p, q) \leq \zeta^5 \left( (p + q)^2, p, q \right) \cdot (p + q)^{O(1)} \cdot \log n \\
\leq 2^{O\left(\frac{p + q}{\log 2 (p + q)} \right)} \cdot \frac{1}{x^{p - p'} (1 - x)^q} \cdot (p + q)^{O(1)} \log n
\]
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• initialization time,

\[ \tau_I(n, p, q) \leq O\left(\frac{2^{O\left(\frac{p+q}{\log \log (p+q)}\right)} \cdot \frac{1}{x^p(1-x)^q} \cdot (p+q)^{O(1)} \cdot n \log n}{\chi \cdot \log n}\right) \]

• \((\chi, p')\)-degree,

\[ \Delta_{(\chi, p')}(n, p, q) \leq \Delta_{(\chi, p')}^5((p+q)^2, p, q) \cdot (p+q)^{O(1)} \cdot \log n \]

\[ \leq O\left(2^{O\left(\frac{p+q}{\log \log (p+q)}\right)} \cdot \frac{1}{x^p(1-x)^q} \cdot (p+q)^{O(1)} \cdot \log n\right) \]

• \((\chi, p')\)-query time,

\[ Q_{(\chi, p')}(n, p, q) \leq O\left((Q_{(\chi, p')}^5((p+q)^2, p, q) + \Delta_{(\chi, p')}^5((p+q)^2, p, q)) \cdot (p+q)^{O(1)} \cdot \log n\right) \]

\[ \leq O\left(2^{O\left(\frac{p+q}{\log \log (p+q)}\right)} \cdot \frac{1}{x^{p-p'}(1-x)^q} \cdot (p+q)^{O(1)} \cdot \log n\right) \]

• \((\chi', q')\)-degree,

\[ \Delta_{(\chi', q')}(n, p, q) = \Delta_{(\chi', q')}^5((p+q)^2, p, q) \cdot (p+q)^{O(1)} \cdot \log n \]

\[ \leq O\left(2^{O\left(\frac{p+q}{\log \log (p+q)}\right)} \cdot \frac{1}{x^{p-q}(1-x)^{q-q'}} \cdot (p+q)^{O(1)} \cdot \log n\right) \]

• \((\chi', q')\)-query time,

\[ Q_{(\chi', q')}(n, p, q) = O\left((Q_{(\chi', q')}^5((p+q)^2, p, q) + \Delta_{(\chi', q')}^5((p+q)^2, p, q)) \cdot (p+q)^{O(1)} \cdot \log n\right) \]

\[ \leq O\left(2^{O\left(\frac{p+q}{\log \log (p+q)}\right)} \cdot \frac{1}{x^p(1-x)^{q-q'}} \cdot (p+q)^{O(1)} \cdot \log n\right) \]

The final construction satisfies all the claimed bounds. This concludes the proof. \(\square\)

Now using \(n-p-q\)-separating collections we give a fast computation of representative family (Theorem 7.1). Towards that consider the following lemma.

**Lemma 7.8.** There is an algorithm that given a \(p\)-family \(A\) of sets over a universe \(U\) of size \(n\), an integer \(q\), a \(0 < x < 1\), and a non-negative weight function \(w : A \to \mathbb{N}\)
Proof. The algorithm first checks whether $|\mathcal{A}| \leq x^{-p}(1-x)^{-q} \cdot 2^{o(p+q)} \cdot \log n$. If yes then it outputs $\mathcal{A}$ (as $\hat{\mathcal{A}}$) and halts. So we assume that $|\mathcal{A}| > x^{-p}(1-x)^{-q} \cdot 2^{o(p+q)} \cdot \log n$. The algorithm starts by constructing a generalized $n$-$p$-$q$-separating collection $(\mathcal{F}, \chi, \chi')$ as guaranteed by Lemma 7.4. If $|\mathcal{A}| \leq |\mathcal{F}|$ the algorithm outputs $\mathcal{A}$ and halts. Otherwise it builds the set $\hat{\mathcal{A}}$ as follows. Initially $\hat{\mathcal{A}}$ is equal to $\emptyset$ and all sets in $\mathcal{F}$ are marked as unused. Now we sort the sets in $\mathcal{A}$ in the increasing order of weights, given by $w : \mathcal{A} \rightarrow \mathbb{N}$. The algorithm goes through every $A \in \mathcal{A}$ in the sorted order and queries the separating collection to get the set $\chi(A)$. It then looks for a set $F \in \chi(A)$ that is not yet marked as used. The first time such a set $F$ is found the algorithm marks $F$ as used, inserts $A$ into $\hat{\mathcal{A}}$ and proceeds to the next set in $\mathcal{A}$. If no such set $F$ is found the algorithm proceeds to the next set in $\mathcal{A}$ without inserting $A$ into $\hat{\mathcal{A}}$.

The size of $\hat{\mathcal{A}}$ is upper bounded by $|\mathcal{F}| \leq x^{-p}(1-x)^{-q} \cdot 2^{o(p+q)} \cdot \log n$ since every time a set is added to $\hat{\mathcal{A}}$ an unused set in $\mathcal{F}$ is marked as used. For the running time analysis, the initialization of $(\mathcal{F}, \chi)$ takes time $x^{-p}(1-x)^{-q} \cdot (p+q)^{O(1)} \cdot 2^{o(p+q)} \cdot n \log n$. Sorting $\mathcal{A}$ takes $O(|\mathcal{A}| \cdot \log |\mathcal{A}| \cdot \log W)$ time. For each element $A \in \mathcal{A}$ the algorithm first queries $\chi(A)$, using time $(1-x)^{-q} \cdot 2^{o(p+q)} \cdot (p+q)^{O(1)} \cdot \log n$. Then it goes through all sets in $\chi(A)$ and checks whether they have already been marked as used, taking time $(1-x)^{-q} \cdot (p+q)^{O(1)} \cdot 2^{o(p+q)} \cdot \log n$. Thus in total, the running time for these steps is bounded by $O(|\mathcal{A}| \cdot (1-x)^{-q} \cdot 2^{o(p+q)} \cdot \log n + |\mathcal{A}| \cdot \log |\mathcal{A}| \cdot \log W)$. Adding the initialization time to this gives the claimed running time.

Finally we need to argue that $\hat{\mathcal{A}} \subseteq^q \minrep \mathcal{A}$. Consider any set $A \in \mathcal{A}$ and $B$ such that $|B| = q$ and $A \cap B = \emptyset$. If $A \in \hat{\mathcal{A}}$ we are done, so assume that $A \notin \hat{\mathcal{A}}$. Since $(\mathcal{F}, \chi, \chi')$ is a $n$-$p$-$q$-separating collection, we have that there exists $F \in \chi(A) \cap \chi'(B)$, i.e., $A \subseteq F$ and $F \cap B = \emptyset$. Since $A \notin \hat{\mathcal{A}}$ we know that $F$ was marked as used when $A$ was considered by the algorithm. When the algorithm marked $F$ as used it also inserted a set $A'$ into $\hat{\mathcal{A}}$, with the property that $F \in \chi(A')$. Thus $A' \subseteq F$ and hence $A' \cap B = \emptyset$. Furthermore, $A'$ was considered before $A$ and thus $w(A') \leq w(A)$. But $A' \in \hat{\mathcal{A}}$, completing the proof. \hfill $\Box$
Next we prove a “faster version of Lemma 7.8”, that speeds up the running time to compute the representative families.

**Lemma 7.9.** There is an algorithm that given a $p$-family $A$ of sets over a universe $U$ of size $n$, an integer $q$, a $0 < x < 1$, and a non-negative weight function $w: A \to \mathbb{N}$ with maximum value at most $W$, computes in time

$$O((p + q)^{O(1)} n \log n + |A| \cdot \log |A| \cdot \log W + |A| \cdot (1 - x)^{-q} \cdot 2^{o(p+q)} \cdot \log n)$$

a subfamily $\hat{A} \subseteq A$ such that $|\hat{A}| \leq x - p(1 - x) - q \cdot 2^{o(p+q)} \cdot \log n$ and $\hat{A} \subseteq_{\minrep} A$ ($\hat{A} \subseteq_{\maxrep} A$).

**Proof.** The algorithm first checks whether $|A| \leq x - p(1 - x) - q \cdot 2^{o(p+q)} \cdot \log n$. If yes then it outputs $A$ (as $\hat{A}$) and halts. So we assume that $|A| > x - p(1 - x) - q \cdot 2^{o(p+q)} \cdot \log n$.

We start by constructing a $(p + q)$-perfect family $f_1, \ldots, f_t$ of hash functions from $U$ to $[(p + q)^2]$ with $t = O((p + q)^{O(1)} \cdot \log n)$ in time $O((p + q)^{O(1)} n \log n)$ using Theorem 5.2. Now we sort the sets in $A$ in the increasing order of weights, given by $w: A \to \mathbb{N}$. For every $f_j, 1 \leq j \leq t$, we construct a family $\hat{A}_j$ as follows. The algorithm starts by constructing a generalized $[(p + q)^2]$-$p$-$q$-separating collection $(F_j, \chi_j, \chi'_j)$ as guaranteed by Lemma 7.4. It builds the set $\hat{A}_j$ as follows. Initially $\hat{A}_j$ is equal to $\emptyset$ and all sets in $F$ are marked as unused. The algorithm goes through every $A \in A$ in the sorted order and does as follows.

- It first check whether every element in $A$ gets mapped to distinct integers by $f_j$. That is, $|\{f_j(a) \mid a \in A\}| = |A|$. If $|\{f_j(a) \mid a \in A\}| < |A|$ then the algorithm proceeds to the next set in $A$ without inserting $A$ into $\hat{A}_j$. Else, we move to the next step.

- It queries the separating collection to get the set $\chi(A)$. It looks for a set $F \in \chi_j(A)$ that is not yet marked as used. The first time such a set $F$ is found the algorithm marks $F$ as used, inserts $A$ into $\hat{A}_j$ and proceeds to the next set in $A$. If no such set $F$ is found the algorithm proceeds to the next set in $A$ without inserting $A$ into $\hat{A}_j$.

Finally, we return $\hat{A} = \bigcup_{j=1}^{t} \hat{A}_j$.

The size of $\hat{A}_j$ is upper bounded by $|F| \leq x^{-p}(1 - x)^{-q} \cdot 2^{o(p+q)} \cdot \log(p + q)$ since every time a set is added to $\hat{A}$ an unused set in $F$ is marked as used. Thus, the size
Finally we need to argue that \( \hat{A} \subseteq q \minrep A \). Consider any set \( A \in A \) and \( B \) such that \( |B| = q \) and \( A \cap B = \emptyset \). If \( A \in \hat{A} \) we are done, so assume that \( A \notin \hat{A} \). By the properties of \((p + q)\)-perfect family \( f_1, \ldots, f_t \) of hash functions from \( U \) to \([(p + q)^2]\), there exists an integer \( j \in \{1, \ldots, t\} \) such that \( f_j \) is injective on \( A \cup B \). We focus now on the construction of \( \hat{A}_j \). Since \( (F_j, \chi_j, \chi'_j) \) is a \([(p + q)^2]\)-\(p,q\)-separating collection, we have that there exists \( F \in \chi_j(A) \cap \chi'_j(B) \), i.e., \( A \subseteq F \) and \( F \cap B = \emptyset \). Since \( A \notin \hat{A}_j \) (as \( A \notin \hat{A} \)) we know that \( F \) was marked as used when \( A \) was considered by the algorithm. When the algorithm marked \( F \) as used it also inserted a set \( A' \) into \( \hat{A} \), with the property that \( F \in \chi(A') \). Thus \( A' \subseteq F \) and hence \( A' \cap B = \emptyset \). Furthermore, \( A' \) was considered before \( A \) and thus \( w(A') \leq w(A) \). But \( A' \in \hat{A}_j \subseteq \hat{A} \), completing the proof.

While applying Lemma 7.9 we can reduce the universe size to at most \( |A|p + q \). The next lemma formalizes this.

**Lemma 7.10.** There is an algorithm that given a \(p\)-family \( A \) of sets over a universe \( U \) of size \( n \), an integer \( q, 0 < x < 1 \) and a non-negative weight function \( w : A \to \mathbb{N} \) with maximum value at most \( W \), computes in time

\[
O(|A| \cdot \log |A| \cdot \log W + |A| \cdot (1 - x)^{-q} \cdot 2^{o(p+q)} \cdot \log n)
\]

a subfamily \( \hat{A} \subseteq A \) such that \( |\hat{A}| \leq x^{-p}(1 - x)^{-q} \cdot 2^{o(p+q)} \cdot \log |A| \) and \( \hat{A} \subseteq q_{\minrep} A \) (\( \hat{A} \subseteq q_{\maxrep} A \)).

**Proof.** We first construct a new universe \( U' \) as follows. If \( n \leq |A|p + q \), then we set \( U' = U \), otherwise \( U' \) will consist of elements from \( U \), which are part of any set in \( A \) and \( q \) new elements. The universe \( U' \) can be constructed in \( O(|A|p + q) \) time. Also note that \( |U'| \leq |A|p + q \) and \( |U'| \leq n \). Now we claim that a \( q \)-representative family \( \hat{A} \) of \( A \) with respect to the universe \( U' \) is also the required representative family over \( U \). Suppose \( X \in A \) and \( Y \subseteq U, |Y| \leq q \) such that \( X \cap Y = \emptyset \). Let \( Y' = Y \setminus U' \) and let \( Y'' \) be an arbitrary subset of size \( |Y'| \) of \( U' \setminus U \). Let \( Z = (Y \setminus Y') \cup Y'' \). It is easy to see that \( |Z| = |Y| \) and \( X \cap Z = \emptyset \). By the definition of \( q \)-representative family, there exists \( \hat{X} \in \hat{A} \) such that \( \hat{X} \cap Z = \emptyset \). Since \( Y' \cap \hat{X} = \emptyset \), we have that \( \hat{X} \cap Y = \emptyset \).
Thus we apply Lemma 7.9 to compute \(q\)-representative family \(\hat{A}\) of \(A\) with respect to the universe \(U'\) and output it as the desired family. The claimed running time as well as the size bound on the output representative family follow by substituting the upper bound on \(|U'|\) in the bounds coming from Lemma 7.9.

Finally, we give our main theorem.

**Theorem 7.3.** There is an algorithm that given a \(p\)-family \(A\) of sets over a universe \(U\) of size \(n\), an integer \(q\), \(0 < x < 1\) and a non-negative weight function \(w : A \rightarrow \mathbb{N}\) with maximum value at most \(W\), computes in time

\[
O(|A| \cdot \log |A| \cdot \log W + |A| \cdot (1 - x)^{-q} \cdot 2^{o(p + q)} \cdot \log n)
\]

a subfamily \(\hat{A} \subseteq A\) such that \(|\hat{A}| \leq x^{-p}(1 - x)^{-q} \cdot 2^{o(p + q)}\) and \(\hat{A} \subseteq_{\minrep} A\) (\(\hat{A} \subseteq_{\maxrep} A\)).

**Proof.** Let \(A = A_1\). We compute a sequence of representative families

\[
A_2 \subseteq_{\minrep} A_1, \ldots, A_m \subseteq_{\minrep} A_{m-1}
\]

using Lemma 7.10, such that \(m\) is the least integer with the property that \(|A_m| \geq |A_{m-1}|/2\). In other words, for all \(i < m\) we have that \(|A_i| \leq |A_{i-1}|/2\) and \(|A_m| \geq |A_{m-1}|/2\). We output \(A_m\) as the \(q\)-representative family for \(A\). The correctness of this following from Lemma 7.1. By Lemma 7.10,

\[
|A_m| \leq x^{-p}(1 - x)^{-q} \cdot 2^{o(p + q)} \cdot \log |A_{m-1}|
\]

\[
\leq x^{-p}(1 - x)^{-q} \cdot 2^{o(p + q)} \cdot \log 2|A_m|
\]

Thus,

\[
\frac{|A_m|}{\log |A_m|} \leq x^{-p}(1 - x)^{-q} \cdot 2^{o(p + q)}.
\]

We know that for some number \(a\) and \(b\), if \(a \leq b\) then \(a \log^2 a \leq b \log^2 b\). Applying this identity we get the following.

\[
\frac{|A_m|}{\log |A_m|} \log^2 \left( \frac{|A_m|}{\log |A_m|} \right) \leq x^{-p}(1 - x)^{-q} \cdot 2^{o(p + q)}
\]

The above inequality implies that

\[
|A_m| \leq \frac{|A_m|}{\log |A_m|} \log^2 \left( \frac{|A_m|}{\log |A_m|} \right) \leq x^{-p}(1 - x)^{-q} \cdot 2^{o(p + q)}
\]
and thus $|\mathcal{A}_m| \leq x^{-p}(1 - x)^{-q} \cdot 2^{o(p+q)}$. By Lemma 7.10, the total running time $T$ to compute $\mathcal{A}_m$ is,

$$T = \sum_{i=1}^{m-1} |\mathcal{A}_i| \cdot \log |\mathcal{A}_i| \cdot \log W + |\mathcal{A}_i| \cdot (1 - x)^{-q} \cdot 2^{o(p+q)} \cdot \log n$$

$$= \sum_{i=1}^{m-1} \mathcal{O}\left(\frac{|\mathcal{A}|}{2^{i-1}} \cdot \log |\mathcal{A}| \cdot \log W + \frac{|\mathcal{A}|}{2^{i-1}} \cdot (1 - x)^{-q} \cdot 2^{o(p+q)} \cdot \log n\right)$$

(since $|\mathcal{A}_i| \leq \frac{|\mathcal{A}|}{2^{i-1}}$)

$$= \mathcal{O}(|\mathcal{A}| \cdot \log |\mathcal{A}| \cdot \log W + |\mathcal{A}| \cdot (1 - x)^{-q} \cdot 2^{o(p+q)} \cdot \log n)$$

This concludes the proof. \hfill \Box

The size of the output representative family in Theorem 7.3 is minimized when $x = \frac{p}{p+q}$. By substituting $x = \frac{p}{p+q}$ in Theorem 7.3 we get the following corollary.

**Corollary 7.1.** There is an algorithm that given a $p$-family $\mathcal{A}$ of sets over a universe $U$ of size $n$, an integer $q$, and a non-negative weight function $w : \mathcal{A} \rightarrow \mathbb{N}$ with maximum value at most $W$, computes in time

$$\mathcal{O}\left(|\mathcal{A}| \cdot \log |\mathcal{A}| \cdot \log W + |\mathcal{A}| \cdot \left(\frac{p+q}{q}\right)^q \cdot 2^{o(p+q)} \cdot \log n\right)$$

a subfamily $\widehat{\mathcal{A}} \subseteq \mathcal{A}$ such that $|\widehat{\mathcal{A}}| \leq \left(\frac{p+q}{p}\right) \cdot 2^{o(p+q)}$ and $\widehat{\mathcal{A}} \subseteq_{\text{minrep}} \mathcal{A}$ ($\widehat{\mathcal{A}} \subseteq_{\text{maxrep}} \mathcal{A}$).
Chapter 8

Long Directed Cycle

In the Long Directed Cycle problem we are interested in finding a cycle of length at least $k$ in a directed graph. The problem Long Directed Cycle is formally defined as follows.

<table>
<thead>
<tr>
<th>Long Directed Cycle</th>
<th>Parameter: $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: A $n$-vertex and $m$-arc directed graph $D$ and a positive integer $k$.</td>
<td></td>
</tr>
<tr>
<td>Question: Does there exist a directed cycle of length at least $k$ in $D$?</td>
<td></td>
</tr>
</tbody>
</table>

In this chapter we prove that Long Directed Cycle can be solved in parameterized single exponential time. While at the first glance the problem is similar to the problem of finding a cycle or a path of length exactly $k$, it is more tricky. The reason is that the problem of finding a cycle of length $\geq k$ may entail finding a much longer, potentially even a Hamiltonian cycle. This is why color-coding, and other techniques applicable to $k$-Path do not seem to work here. Even for undirected graphs color-coding alone is not sufficient, and one needs an additional clever trick to make it work. The first fixed-parameter tractable algorithm for Long Directed Cycle is due to Gabow and Nie [61], who gave algorithms with expected running time $k^{2k2^{O(k)}}nm$ and worst-case times $O(k^{2k2^{O(k)}}nm \log n)$ or $O(k^{3k}nm)$. These running times allow them to find a directed cycle of length at least log $n/\log \log n$ in expected polynomial time, if it exists. Let us note, that our result implies that one can find in polynomial time a directed cycle of length at least log $n$ if there is such a cycle. On the other hand, Björklund et al. [18] have shown that assuming Exponential Time Hypothesis (ETH) of Impagliazzo et al. [71], there is no polynomial time algorithm that finds a directed cycle of length $\Omega(f(n) \log n)$, for any nondecreasing, unbounded, polynomial time computable function $f$ that tends to infinity. Thus,
our work closes the gap between the upper and lower bounds for this problem.

In Section 8.1, we give an algorithm running in time \(O(8^{k+o(k)} mn^2)\) for LONG DIRECTED CYCLE. In Section 8.2, we give a faster algorithm for the problem which runs in time \(O(6.75^{k+o(k)} mn^2)\).

### 8.1 Algorithm for Long Directed Cycle

First we define some notations. We use \(T_{um}(t, p, q)\) to denote the time required to compute a family \(\hat{S} \subseteq S'\) of size \((p+q) \cdot 2^{o(p+q)}\), where \(S\) is a \(p\)-family of size \(t\) over a universe of size \(n\). By Corollary 7.1, \(T_{um}(t, p, q) = O(t \cdot (\frac{p+q}{q})^q \cdot \log n)\). For a pair of vertices \(u, v \in V(D)\), we define

\[
P_{uv}^i = \left\{ X \mid X \subseteq V(D), \ u, v \in X, \ |X| = i, \right. \ \text{and there is a directed } uv\text{-path in } D \\
\left. \text{of length } i-1 \text{ with all the vertices belonging to } X . \right\}
\]

Now we start with a structural lemma providing the key insight to our algorithm.

**Lemma 8.1.** Let \(D\) be a directed graph. Then \(D\) has a directed cycle of length at least \(k\) if and only if there exists a pair of vertices \(u, v \in V(D)\) and \(X \in \hat{P}^k_{uv} \subseteq P^k_{uv}\) such that \(D\) has a directed cycle \(C\) and in this cycle vertices of \(X\) induce a directed path (that is, vertices of \(X\) form a consecutive segment in \(C\)).

**Proof.** The reverse direction of the proof is straightforward—if cycle \(C\) contains a path of length \(k\), the length of \(C\) is at least \(k\). We proceed with the proof of the
forward direction. Let \( C^* = v_1v_2 \cdots v_rv_1 \) be a smallest directed cycle in \( D \) of length at least \( k \). That is, \( r \geq k \) and there is no directed cycle of length \( r' \) where \( k \leq r' < r \). We consider two cases.

**Case A:** \( r \leq 2k \). If \( r \leq 2k \), then we take \( u = v_1 \) and \( v = v_k \). We define paths \( P = v_1v_2 \cdots v_k \) and \( Q = v_{k+1} \cdots v_r \). Because \( |Q| \leq k \), by the definition of \( \hat{\mathcal{P}}^k_{uv} \subseteq^{\text{rep}} \mathcal{P}^k_{uv} \), there exists a directed \( uv \)-path \( P' \) such that \( X = V(P') \in \hat{\mathcal{P}}^k_{uv} \) and \( X \cap Q = \emptyset \). By replacing \( P \) with \( P' \) in \( C^* \) we obtain a directed cycle \( C \) of length at least \( k \) containing \( P' \) as a subpath.

**Case B:** \( r \geq 2k + 1 \). In this case we set \( u = v_1 \), \( v = v_k \), and split \( C^* \) into three paths \( P = v_1 \cdots v_k \), \( Q = v_{k+1} \cdots v_{2k} \), and \( R = v_{2k+1} \cdots v_r \). Since \( |Q| = k \) and \( \hat{\mathcal{P}}^k_{uv} \subseteq^{\text{rep}} \mathcal{P}^k_{uv} \), it follows that there exists an \( uv \)-path \( P' \) such that \( X = V(P') \in \hat{\mathcal{P}}^k_{uv} \) and \( X \cap Q = \emptyset \). However, \( P' \) is not necessarily disjoint with \( R \) and by replacing \( P \) with \( P' \) in \( C^* \) we can obtain a closed walk \( C' \) containing \( P' \) as a subpath. See Fig. 8.1 for an illustration.

If \( X \cap R = \emptyset \), then \( C' \) is a simple cycle and we take \( C' \) as the desired \( C \). We claim that this is the only possibility. Let us assume targeting towards a contradiction that \( X \cap R \neq \emptyset \). We want to show that in this case there is a cycle of length at least \( k \) but shorter than \( C^* \), contradicting the choice of \( C^* \). Let \( v_\alpha \) be the last vertex in \( X \cap R \) when we walk from \( v_1 \) to \( v_k \) along \( P' \). Let \( P'[v_\alpha, v_k] \) be the subpath of \( P' \) starting at \( v_\alpha \) and ending at \( v_k \). If \( v_\alpha = v_{2k+1} \), we set \( R' = \emptyset \). Otherwise we put \( R' = R[v_{2k+1}, v_{\alpha-1}] \) to be the subpath of \( R \) starting at \( v_{2k+1} \) and ending at \( v_{\alpha-1} \). Observe that since the arc \( v_{\alpha-1}v_\alpha \) is present in \( D \) (in fact it is an arc of the cycle \( C^* \)), we have that \( \overline{C} = P'[v_\alpha, v_k]QR' \) is a simple cycle in \( D \). Clearly, \( |\overline{C}| \geq |Q| \geq k \). Furthermore, since \( v_1 \) is not present in \( P'[v_\alpha, v_k] \) we have that \( |P'[v_\alpha, v_k]| < |P'| = |P| \). Similarly since \( v_\alpha \) is not present in \( R' \), we have that \( |R'| < |R| \). Thus we have

\[
    k \leq |\overline{C}| = |P'[v_\alpha, v_k]| + |Q| + |R'| < |P| + |Q| + |R| = |C^*|.
\]

This implies that \( \overline{C} \) is a directed simple cycle of length at least \( k \) and strictly smaller than \( r \). This is a contradiction. Hence by replacing \( P \) with \( P' \) in \( C^* \) we obtain a directed cycle \( C \) containing \( P' \) as a subpath. This concludes the proof. \( \square \)

Next lemma provides an efficient computation of family \( \hat{\mathcal{P}}^k_{uv} \subseteq^{\text{rep}} \mathcal{P}^k_{uv} \). The next lemma is provided to give a simple exposition of representative families based dynamic programming algorithm.
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Lemma 8.2. Let \( D \) be a directed/unidirected graph with \( n \) vertices and \( m \) edges, and \( u \in V(D) \). Let \( \ell \) be a positive integer. Then for every \( p \leq \ell \) and \( v \in V(D) \setminus \{u\} \), a family \( \hat{P}^p_{uv} \subseteq \text{rep}^{-p} P^p_{uv} \) of size at most
\[
\binom{\ell}{p} \cdot 2^{o(\ell)}
\]
can be found in time
\[
\mathcal{O}\left(2^{o(\ell)}m \log n \max_{i \in [p]} \left\{ \binom{\ell}{i-1}, \left( \frac{\ell}{\ell-i} \right)^{\ell-1} \right\}\right).
\]
Furthermore, within the same running time every set in \( \hat{P}^p_{uv} \) can be ordered in a way that it corresponds to a directed (undirected) path in \( D \).

Proof. We prove the lemma only for digraphs. The proof for undirected graphs is analogous and we only point out the differences with the proof for the directed case.

We describe a dynamic programming based algorithm. Let \( V(D) = \{v_1, \ldots, v_{n-1}\} \) and \( D \) be a \((p-1) \times (n-1)\) matrix where the rows are indexed from integers in \( \{2, \ldots, p\} \) and the columns are indexed from vertices in \( \{v_1, \ldots, v_{n-1}\} \). The entry \( D[i,v] \) will store the family \( \hat{P}^i_{uv} \subseteq \text{rep}^{-i} P^i_{uv} \). We fill the entries in the matrix \( D \) in the increasing order of rows. For \( i = 2, D[2, v] = \{\{u, v\}\} \) if \( uv \in A(D) \) (for an undirected graph we check whether \( u \) and \( v \) are adjacent). Assume that we have filled all the entries until the row \( i \). Let
\[
N^{i+1}_{uv} = \bigcup_{w \in N^-(v)} \hat{P}^i_{uw} \cdot \{v\}.
\]

For undirected graphs we use the following definition
\[
N^{i+1}_{uv} = \bigcup_{w \in N(v)} \hat{P}^i_{uw} \cdot \{v\}.
\]

Claim 8.1. \( N^{i+1}_{uv} \subseteq \text{rep}^{-i} P^{i+1}_{uv} \).

Proof. Let \( S \in P^{i+1}_{uv} \) and \( Y \) be a set of size \( \ell - (i + 1) \) (which is essentially an independent set of \( U_{n, \ell} \)) such that \( S \cap Y = \emptyset \). We will show that there exists a set \( S' \in N^{i+1}_{uv} \) such that \( S' \cap Y = \emptyset \). This will imply the desired result. Since \( S \in P^{i+1}_{uv} \) there exists a directed path \( P = ua_1 \cdots a_{i-1}v \) in \( D \) such that \( S = \{u, a_1, \ldots, a_{i-1}, v\} \) and \( a_{i-1} \in N^-(v) \). The existence of path \( P[u, a_{i-1}] \), the subpath of \( P \) between
We fill the entry for $D[i + 1, v]$ as follows. Observe that

$$\mathcal{N}^{i+1}_{uv} = \bigcup_{w \in N^{-}(v)} D[i, w] \bullet \{v\}.$$  

We already have computed the family corresponding to $D[i, w]$ for $w \in N^{-}(v)$. By Corollary 7.1, $|\hat{P}_{uv}^i| \leq \binom{|v|}{2}$ and thus $|\mathcal{N}^{i+1}_{uv}| \leq d^{-}(v) \binom{|v|}{2}$. Furthermore, we can compute $\mathcal{N}^{i+1}_{uv}$ in time $O\left(d^{-}(v) \binom{|v|}{2}\right)$. Now using Corollary 7.1, we compute $\hat{N}^{i+1}_{uv} \subseteq \hat{P}^{i+1}_{uv}$ in time $O\left(d^{-}(v) \binom{|v|}{2}\right)$. By Claim 8.1, we know that $\hat{N}^{i+1}_{uv} \subseteq \hat{P}^{i+1}_{uv}$. Thus Lemma 7.1 implies that $\hat{N}^{i+1}_{uv} = \hat{P}^{i+1}_{uv} \subseteq \hat{P}^{i+1}_{uv}$. We assign this family to $D[i+1, v]$. This completes the description and the correctness of the algorithm. We give ordering to the vertices of the sets in $\hat{P}_{uv}^p$ in the following way so that it corresponds to a directed (undirected) path in $D$. We keep the sets in the order in which they are built using the $\bullet$ operation. That is, we can view these sets as strings and $\bullet$ operation as concatenation. Then every ordered set in our family represents a path in the graph. The running time of the algorithm is bounded by

$$O\left(\sum_{i=2}^{p} \sum_{j=1}^{n-1} t_{um}\left(d^{-}(v_j) \binom{\ell}{i-1} 2^{o(\ell)}, i, \ell - i\right)\right) = O\left(2^{o(\ell)} \log n \sum_{i=2}^{p} \sum_{j=1}^{n-1} d^{-}(v_j) \binom{\ell}{i-1} \frac{\ell - i}{\ell}^{\ell - i}\right)$$

This completes the proof.

Finally, we are ready to state the main result of this section.

**Theorem 8.1.** Long Directed Cycle can be solved in time $O(8^{k_o(k)}mn^2)$. 
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Proof. Let $D$ be a directed graph. We solve the problem by applying the structural characterization proved in Lemma 8.1. By Lemma 8.1, $D$ has a directed cycle of length at least $k$ if and only if there exists a pair of vertices $u, v \in V(D)$ and a path $P'$ with $V(P') \in \hat{P}_{uv}^k \subseteq_{\text{rep}} P_{uv}^k$ such that $D$ has a directed cycle $C$ containing $P'$ as a subpath.

We first compute $\hat{P}_{uv}^k \subseteq_{\text{rep}} P_{uv}^k$ for all $u, v \in V(D)$. For that we apply Lemma 8.2 for each vertex $u \in V(D)$ with $\ell = 2k$ and $p = k$. Thus, we can compute $\hat{P}_{uv}^k \subseteq_{\text{rep}} P_{uv}^k$ for all $u, v \in V(D)$ in time $O \left( 8^k + o(k) mn \log n \right)$. Moreover, for every $X \in \hat{P}_{uv}^k$ we also compute a directed $uv$-path $P_X$ using vertices of $X$. Let

$$ Q = \bigcup_{u,v \in V(D)} \hat{P}_{uv}^k. $$

Now for every set $X \in Q$ and the corresponding $uv$-path $P_X$ with endpoint, we check if there is a $uv$-path in $D$ avoiding all vertices of $X$ but $u$ and $v$. This check can be done by a standard graph traversal algorithm like BFS/DFS in time $O(m + n)$. If we succeed in finding a path for at least one $X \in Q$, we answer YES and return the corresponding directed cycle obtained by merging $P_X$ and another path. Otherwise, if we did not succeed to find such a path for any of the sets $X \in Q$, this means that there is no directed cycle of length at least $k$ in $D$. The correctness of the algorithm follows from Lemma 8.1. By Corollary 7.1, the size of $Q$ is upper bounded by $n^2 \binom{2k}{k} 2^{o(k)} \leq n^2 4^{k+o(k)}$. Thus the overall running time of the algorithm is upper bounded by

$$ O(8^{k+o(k)} mn \log n + 4^{k+o(k)}(n^2 m + n^3)). $$

This concludes the proof. \hfill \Box

### 8.2 Faster Algorithm for Long Directed Cycle

In this section we design a faster algorithm for LONG DIRECTED CYCLE. In Section 8.1 we have seen an algorithm for LONG DIRECTED CYCLE where the running time mainly depend on the computation of representative families $\hat{P}_{uv}^p \subseteq_{\text{rep}} P_{uv}^p$ for $2 \leq p \leq k$ and $q = 2k - p$. We used Theorem 7.8 with $x = \frac{p}{p+q}$ (i.e., Corollary 7.1) to compute representative families. The choice $x = \frac{p}{p+q}$ minimizes the size of representative family. But in fact, we can choose $x$ that minimizes the running time instead.

Now we find out the choice of $x$ which minimizes the computation of $\hat{P}_{uv}^p \subseteq_{\text{rep}} P_{uv}^p$.
for $2 \leq p \leq k$ and $q = 2k - p$. Let $s_{p,q}$ denote the size of $\hat{P}_{uv}^p$. We know that the computation of $\hat{P}_{uv}^p \subseteq_{rep} N_{uv}^p \subseteq_{rep} P_{uv}^p$ depends on $|N_{uv}^p|$, which depends on the size of the representative families $P_{uv}^{p-1}$. That is $|N_{uv}^p| \leq s_{p-1,q+1} \cdot n$. Thus the value of $s_{p-1,q+1}$ and $s_{p,q}$ are “almost equal” and we denote it by $s_{p-1,q+1} \approx s_{p,q}$. By Theorem 7.3, the running time to compute $\hat{P}_{uv}^p \subseteq_{rep} N_{uv}^p \subseteq_{rep} P_{uv}^p$ is,

$$\mathcal{O}\left(|N_{uv}^p| \cdot (1-x)^{-q} \cdot 2^{o(p+q)} \cdot \log n\right)$$

$$= \mathcal{O}\left(s_{p,q} \cdot (1-x)^{-q} \cdot 2^{o(p+q)} \cdot n \log n\right)$$

$$= \mathcal{O}\left(x^{-p} \cdot (1-x)^{-2q} \cdot 2^{o(p+q)} \cdot n \log n\right)$$

To minimize the above running time it is enough to minimize the function $f(x) = x^{-p} \cdot (1-x)^{-2q}$. Using methods from calculus we know that the value $x^*$ of $x$ for which $f'(x^*) = 0$ corresponds to a minimum value of the function $f(x)$ if $f''(x^*) > 0$. The derivative of $f(x)$ is, $f'(x) = -px^{-p-1}(1-x)^{-2q} + 2q \cdot x^{-p}(1-x)^{-2q-1}$. Now consider the value of $x$ for which $f'(x) = 0$.

$$-px^{-p-1}(1-x)^{-2q} + 2q \cdot x^{-p}(1-x)^{-2q-1} = 0$$

$$-p(1-x) + 2q \cdot x = 0$$

$$x = \frac{p}{p+2q}$$

Set $x^* = \frac{p}{p+2q}$. To prove $f(x)$ is minimized at $x^*$, it is enough to show that $f''(x^*) > 0$.

$$f'(x) = -px^{-p-1}(1-x)^{-2q} + 2q \cdot x^{-p}(1-x)^{-2q-1}$$

$$= x^p(1-x)^{-2q}(-p \cdot x^{-1} + 2q \cdot (1-x)^{-1})$$

$$= f(x) \cdot (-p \cdot x^{-1} + 2q \cdot (1-x)^{-1})$$

$$f''(x) = f(x) \cdot (p \cdot x^{-2} + 2q \cdot (1-x)^{-2}) + f'(x) \cdot (-p \cdot x^{-1} + 2q \cdot (1-x)^{-1})$$

$$f''(x^*) = f(x^*) \cdot (p \cdot (x^*)^{-2} + 2q \cdot (1 - (x^*))^{-2}) > 0$$

Hence the run time to compute $\hat{P}_{uv}^p \subseteq_{rep} P_{uv}^p$ is minimized when $x = \frac{p}{p+2q}$.

**Lemma 8.3.** Let $D$ be a directed graph with $n$ vertices and $m$ edges, and $u \in V(D)$. Let $\ell$ be a positive integer. Then for every $v \in V(D) \setminus \{u\}$ and integer $2 \leq p \leq \ell$ there is an algorithm that computes a family $\hat{P}_{uv}^p \subseteq_{rep} P_{uv}^p$ of size $(\frac{2\ell-p}{p})^p \cdot (\frac{2\ell-p}{2\ell-2p})^{\ell-p} \cdot 2^{o(\ell)}$ in time $\mathcal{O}\left(2^{o(\ell)} \cdot m \log n \cdot \max_{i \in [p]} \left\{ \left( \frac{2\ell-i}{i} \right)^i \left( \frac{2\ell-i}{2\ell-2i} \right)^{2\ell-2i} \right\} \right)$
Proof. The proof is same as the proof of Lemma 8.2, except the choice of $x$ while applying Theorem 7.8 (instead of Corollary 7.1). As in the proof of Lemma 8.2, we have a dynamic programming table $D$ where the rows are indexed from integers in \{2, \ldots, p\} and the columns are indexed from vertices in \{v_1, \ldots, v_{n-1}\}. The entry $D[i, v]$ will store the family $\hat{P}_{uv}^{i} \subseteq (\ell - i)$ $P_{uv}^{i}$. We fill the entries in the matrix $D$ in the increasing order of rows. For $i = 2$, $D[2, v] = \{\{u, v\}\}$ if $uv \in A(D)$. Assume that we have filled all the entries until the row $i$. Let

$$\mathcal{N}_{uv}^{i+1} = \bigcup_{w \in N^{-}(v)} \hat{P}_{uw}^{i} \cdot \{v\}. $$

Due to Claim 8.1, we have that $\mathcal{N}_{uv}^{i+1} \subseteq \ell - (i+1) P_{uv}^{i+1}$. Lemma 7.1 implies that $\hat{N}_{uv}^{i+1} = \hat{P}_{uv}^{i+1} \subseteq \ell - i - 1 P_{uv}^{i+1}$. We assign this family to $D[i+1, v]$.

Now we explain the computation of $\hat{N}_{uv}^{i+1} = \hat{P}_{uv}^{i+1}$. For any $j$, to compute $\hat{N}_{uv}^{i+1} = \hat{P}_{uv}^{i+1}$, we apply Theorem 7.3 with the value $x_j$ for $x$, where

$$x_j = \frac{j}{j + 2(\ell - j)} = \frac{j}{2\ell - j}. $$

Let $s_{j, \ell-j}$ be the size of the representative family $\hat{N}_{uv}^{j} = \hat{P}_{uv}^{j}$, when we apply Theorem 7.3 with the value $x_j$. That is $s_{j, \ell-j} = (x_j)^{-j}(1 - x_j)^{-\ell+j} \cdot 2^{o(\ell)}$. Assume that we have computed $\hat{P}_{uw}^{j}$ of size $s_{j, \ell-j}$ and stored it in $D[j, w]$ for all $j \leq i$ and $w \in \{v_1, \ldots, v_{n-1}\}$. Now consider the computation of $\hat{N}_{uv}^{i+1} = \hat{P}_{uv}^{i+1}$. We apply Theorem 7.3 with value $x_{i+1}$ for $x$ to compute $\hat{N}_{uv}^{i+1} \subseteq \ell - (i+1) N_{uv}^{i+1}$. Since $\mathcal{N}_{uv}^{i+1} = \bigcup_{w \in N^{-}(v)} \hat{P}_{uw}^{i} \cdot \{v\}$, we have that

$$|\mathcal{N}_{uv}^{i+1}| \leq s_{i, \ell-i} \cdot d^{-}(v) \leq (x_i)^{-i}(1 - x_i)^{-\ell+i} \cdot 2^{o(\ell)} d^{-}(v). $$

By Theorem 7.3, the running time to compute $\hat{N}_{uv}^{i+1}$ is,

$$s_{i, \ell-i} \cdot (1 - x_{i+1})^{-\ell+(i+1)} \cdot 2^{o(\ell)} \cdot d^{-}(v) \cdot \log n \quad (8.1) \tag{8.1}$$

To analyze the running time further we need the following claim.

Claim 8.2. For any $3 < i < p$, $s_{i, \ell-i} \leq e^2 \cdot (i + 1) \cdot s_{i+1, \ell-i-1}$. 
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Proof. By applying the definition of \( s_i \) and \( x_{i+1} \) we get the following inequality.

\[
\frac{s_{i,\ell-i}}{s_{i+1,\ell-i-1}} = \frac{x_{-i}^{(1 - x_i)^{-\ell+i}}}{x_{i+1}^{(1 - x_{i+1})^{-\ell+(i+1)}}}
= \left(\frac{2\ell - i}{i}\right)^i \left(\frac{2\ell - i}{2\ell - 2i}\right)^{\ell-i} \left(\frac{i + 1}{2\ell - (i + 1)}\right)^{i+1} \left(\frac{2\ell - 2(i + 1)}{2\ell - (i + 1)}\right)^{\ell-(i+1)}
= \left(\frac{2\ell - i}{2\ell - (i + 1)}\right)^\ell \cdot (i + 1)^i \cdot (2\ell - 2(i + 1))^{\ell-i}
\leq \left(1 + \frac{1}{2\ell - (i + 1)}\right)^{2\ell-(i+1)} \cdot (i + 1) \cdot \left(1 + \frac{1}{i}\right)^i
\leq e^{2} \cdot (i + 1).
\]

In the last transition we used that \((1 + 1/x)^x < e\) for every \(x > 0\).

From Equation 8.1 and Claim 8.2 we have that the running time for computing \(\hat{P}_{uv}^p\) is bounded by

\[
\mathcal{O} \left( \sum_{i=2}^{p} \sum_{j=1}^{n-1} s_{i,\ell-i} \cdot d^-(v_j) \cdot (1 - x_i)^{-\ell+i} \cdot 2^{o(\ell)} \cdot \log n \right)
= \mathcal{O} \left( 2^{o(\ell)} \cdot m \log n \cdot \max_{i\in[p]} \left\{ \left(\frac{2\ell - i}{i}\right)^i \left(\frac{2\ell - i}{2\ell - 2i}\right)^{2\ell-2i} \right\} \right)
\]

The size of the family \(\hat{P}_{uv}^p \subseteq_{\text{rep}} N_{uv}^p \subseteq_{\text{rep}} \mathcal{P}_{uv}^p\) is,

\[
s_{p,\ell-p} = (x_p)^{-p} (1 - x_p)^{-\ell+p} \cdot 2^{o(\ell)} = \left(\frac{2\ell - p}{p}\right)^p \left(\frac{2\ell - p}{2\ell - 2p}\right)^{\ell-p} \cdot 2^{o(\ell)}.
\]

This completes the proof.

We now have a faster algorithm to compute the representative family \(\hat{P}_{uv}^k \subseteq_{\text{rep}} \mathcal{P}_{uv}^p\).

Using Lemma 8.3, we can compute \(\hat{P}_{uv}^k\) for all \(v \in V(D) \setminus \{u\}\) in time

\[
\mathcal{O} \left( 2^{o(k)} \cdot m \log n \cdot \max_{i\in[p]} \left\{ \left(\frac{4k - i}{i}\right)^i \left(\frac{4k - i}{4k - 2i}\right)^{4k-2i} \right\} \right).
\]

Simple calculus shows that the maximum is attained for \(i = k\). Hence the running time to compute \(\hat{P}_{uv}^k\) for all \(u, v \in V(D)\) is upper bounded by \(\mathcal{O}(6.75^{k+o(k)}nm \log n)\). This yields an improved bound for the running time of our algorithm for Long Directed Cycle.
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We apply Lemma 8.3 for each \( u \in V(D) \) with \( \ell = 2k \) and \( p = k \). Thus, we can compute \( \tilde{\mathcal{P}}_{uv}^{k} \subseteq \mathcal{P}_{uv}^{p} \) for all \( u, v \in V(D) \) in time \( \mathcal{O}(6.75^{k+o(k)}nm \log n) \). The size of the family \( \tilde{\mathcal{P}}_{uv}^{k} \) for any \( u, v \in V(D) \) is upper bounded by \( \mathcal{O}(4.5^{k+o(k)}) \). Thus, if we now loop over every set in the representative families and run a breadth first search algorithm, just as in the proof of Theorem 8.1, this will take at most \( \mathcal{O}(6.75^{k+o(k)}nm \log n + 4.5^{k+o(k)}(n^3 + n^2m)) \) time. Hence we arrive at the following theorem.

**Theorem 8.2.** There is a \( \mathcal{O}(6.75^{k+o(k)}mn^2) \) time algorithm for Long Directed Cycle
Chapter 9

\(k\)-Path and \(k\)-Tree

In this chapter we study \(k\)-Path, \(k\)-Tree and \(k\)-Subgraph Isomorphism problems. In the \(k\)-Path problem we are given an undirected \(n\)-vertex graph \(G\) and integer \(k\). The question is if \(G\) contains a path of length \(k\). \(k\)-Path is a special case of the \(k\)-Subgraph Isomorphism problem, where for given \(n\)-vertex graph \(G\) and \(k\)-vertex graph \(F\), the question is whether \(G\) contains a subgraph isomorphic to \(F\). Another special case of the \(k\)-Subgraph Isomorphism is \(k\)-Tree, where the given \(k\)-vertex graph \(F\) is a tree.

**Previous Work.** \(k\)-Path was studied intensively within the parameterized complexity paradigm. For \(n\)-vertex graphs the problem is trivially solvable in time \(O(n^k)\). Monien [97] showed that the problem is fixed parameter tractable. Monien used representative families in set systems for his \(k\)-Path algorithm [97] and Plehn and Voigt extended this algorithm to Subgraph Isomorphism in [109]. This led

<table>
<thead>
<tr>
<th>Reference</th>
<th>Randomized</th>
<th>Deterministic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monien [97]</td>
<td>-</td>
<td>(O(k!nm))</td>
</tr>
<tr>
<td>Bodlaender [21]</td>
<td>-</td>
<td>(O(k!2^kn))</td>
</tr>
<tr>
<td>Alon et al. [4]</td>
<td>(O(5.44^kn))</td>
<td>(O(c^k n \log n)) for a large (c)</td>
</tr>
<tr>
<td>Kneis at al. [77]</td>
<td>(O^*(4^k))</td>
<td>(O^*(16^k))</td>
</tr>
<tr>
<td>Chen et al. [30]</td>
<td>(O(4^k k^{2.7} m))</td>
<td>(4^k + O(\log^{3/2} k) nm)</td>
</tr>
<tr>
<td>Koutis [80]</td>
<td>(O^*(2.83^k))</td>
<td></td>
</tr>
<tr>
<td>Williams [119]</td>
<td>(O^*(2^k))</td>
<td></td>
</tr>
<tr>
<td>Björklund et al. [17]</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Fomin et al. [57]</td>
<td>(O^*(1.66^k))</td>
<td></td>
</tr>
<tr>
<td>Theorem 9.1</td>
<td>-</td>
<td>(O(2.851^k n \log^2 n))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(O(2.619^k n \log n))</td>
</tr>
</tbody>
</table>

Table 9.1: Results for \(k\)-Path
Papadimitriou and Yannakakis [105] to conjecture that the problem is solvable in polynomial time for $k = \log n$. This conjecture was resolved in a seminal paper of Alon et al. [4], who introduced the method of color-coding and obtained the first single exponential algorithm for the problem. Actually, the method of Alon et al. can be applied for more general problems, like finding a $k$-path in directed graphs, or to solve the Subgraph Isomorphism problem in time $2^{O(k)} n^{O(t)}$, when the treewidth of the pattern graph is bounded by $t$. There has been a lot of efforts in parameterized algorithms to reduce the base of the exponent of both deterministic as well as the randomized algorithms for the $k$-Path problem, see Table 9.1. After the work of Alon et al. [4], there were several breakthrough ideas leading to faster and faster randomized algorithms. Concerning deterministic algorithms, no improvements occurred since 2007, when Chen et al. [33] showed a clever way of applying universal sets to reduce the running time of color-coding algorithm to $O^*(4^{k+o(k)})$.

The weighted version of $k$-Path is known as Short Cheap Tour. Let $G$ be a graph with maximum edge cost $W$, then the problem is to find a path of length at least $k$ where the total sum of costs on the edges is minimized. The algorithm of Björklund et al. [17] can be adapted to solve Short Cheap Tour in time $O(1.66^k n^{O(1)} W)$, however, their approach does not seem to be applicable to obtain algorithms with polylogarithmic dependence on $W$. Williams in [119] observed that a divide-and-color approach from [30] can be used to solve Short Cheap Tour in time $O(4^k n^{O(1)} \log W)$. As it was noted by Williams, the $O(2^k n^{O(1)})$ algorithm of his paper does not appear to extend to weighted graphs.

In addition to $k$-Path problem, parameterized algorithms for two other variants of $k$-Subgraph Isomorphism, when $F$ is a tree, and more generally, a graph of treewidth at most $t$, were studied in the literature. Alon et al. [4] showed that $k$-Subgraph Isomorphism, when the treewidth of the pattern graph is bounded by $t$, is solvable in time $2^{O(k)} n^{O(t)}$. Cohen et al. gave a randomized algorithm that for an input digraph $D$ decides in time $5.704^k n^{O(1)}$ if $D$ contains a given out-tree with $k$ vertices [35]. They also showed how to derandomize the algorithm in time $6.14^k n^{O(1)}$. Amini et al. [5] introduced an inclusion-exclusion based approach in the classical color-coding and gave a randomized $5.4^k n^{O(1)}$ time algorithm and a deterministic $5.4^k + o(k) n^{O(t)}$ time algorithm for the case when $F$ has treewidth at most $t$. Koutis and Williams [82] generalized their algebraic approach for $k$-Path to $k$-Tree and obtained a randomized algorithm running in time $2^k n^{O(1)}$ for $k$-Tree. Fomin et al. [56], extended this result by providing a randomized algorithm for $k$-Subgraph Isomorphism running in time $2^k (nt)^{O(t)}$, when the treewidth of $F$ is
at most \( t \).

**Our results.** We give deterministic algorithms for \( k \)-PATH and \( k \)-TREE that run in time \( \mathcal{O}(2.619^k n \log n) \) and \( \mathcal{O}(2.619^k n^{O(1)}) \). The algorithm for \( k \)-TREE can be generalized to \( k \)-SUBGRAPH ISOMORPHISM for the case when the pattern graph \( F \) has treewidth at most \( t \). This algorithm will run in time \( \mathcal{O}(2.619^k n^{O(t)}) \). Our approach can also be applied to find directed paths and cycles of length \( k \) in time \( \mathcal{O}(2.619^k m \log n) \) and \( \mathcal{O}(2.619^k n^{O(1)}) \) respectively, where \( m \) is the number of edges in the input graph. Another interesting feature of our approach is that due to using weighted representative families, we can handle the weighted version of the problem as well. Our approach provides deterministic \( \mathcal{O}(2.619^k n^{O(1)} \log W) \) time algorithm for **Short Cheap Tour** and partially resolves an open question asked by Williams.

**Organization of the chapter** In Section 9.1 we prove our result on \( k \)-PATH. In section 9.2 we give an algorithm for \( k \)-TREE. This algorithm can be generalized to solve \( k \)-SUBGRAPH ISOMORPHISM when the treewidth of the pattern graph is a constant.

**9.1 \( k \)-PATH**

In this section we give an algorithm for \( k \)-PATH. We start by modifying the graph slightly. We add a new vertex, say \( s \) not present in \( V(G) \), to \( G \) by making it adjacent to every vertex in \( V(G) \). Let the modified graph be called \( G' \). It is clear that \( G \) has a path of length \( k \) if and only if \( G' \) has a path of length \( k + 1 \) starting from \( s \). Hence we redefine the problem \( k \)-PATH as follows.

<table>
<thead>
<tr>
<th>Parameter: ( k )</th>
</tr>
</thead>
</table>
| **Input:** An undirected \( n \)-vertex and \( m \)-edge graph \( G \), \( s \in V(G) \) and a positive integer \( k \).
| **Question:** Does there exist a simple path of length \( k + 1 \) in \( G \)?

For a given pair of vertices \( s, v \in V(G) \), recall that we defined (in Chapter 8)

\[
P^i_{sv} = \left\{ X \mid X \subseteq V(G), \ v, s \in X, \ |X| = i \text{ and there is a path from } s \text{ to } v \text{ of length } i \text{ in } G \text{ with all the vertices belonging to } X. \right\}
\]

The problem can be reformulated to asking whether there exists \( v \in V(G) \) such that
\( \mathcal{P}_{sv}^{k+2} \) is non-empty. Our algorithm will check whether \( \mathcal{P}_{uv}^{k+2} \) is non-empty by computing \( \hat{\mathcal{P}}_{sv}^{k+2} \subseteq \mathcal{P}_{sv}^{k+2} \) and checking whether \( \hat{\mathcal{P}}_{sv}^{k+2} \) is non-empty. The correctness of this algorithm is as follows. If \( \mathcal{P}_{sv}^{k+2} \) is non-empty then \( \mathcal{P}_{sv}^{k+2} \) contains some set \( A \) which does not intersect the empty set \( \emptyset \). But then \( \hat{\mathcal{P}}_{sv}^{k+2} \subseteq \mathcal{P}_{sv}^{k+2} \) must also contain a set which does not intersect with \( \emptyset \), and hence \( \hat{\mathcal{P}}_{sv}^{k+2} \) must be non-empty as well. Thus, having computed the representative families \( \hat{\mathcal{P}}_{sv}^{k+2} \) all we need to do is to check whether there is a vertex \( v \) such that \( \hat{\mathcal{P}}_{sv}^{k+2} \) is non-empty. All that remains is an algorithm that computes the representative families \( \hat{\mathcal{P}}_{sv}^{k+2} \subseteq \mathcal{P}_{sv}^{k+2} \) for all \( v \in V(G) \setminus \{s\} \).

Now using Lemma 8.3 (by setting \( \ell = p = k + 2 \)) we compute \( \hat{\mathcal{P}}_{sv}^{k+2} \subseteq \mathcal{P}_{sv}^{k+2} \) for all \( v \in V(G) \setminus \{s\} \) in time

\[
2^{o(k)} \cdot m \log n \cdot \max_{i \in [k+2]} \left\{ \frac{(2(k+2) - i)}{i} \left( \frac{2(k+2) - i}{2(k+2) - 2i} \right)^{2(k+2)-2i} \right\}.
\]

Simple calculus shows that the running time is maximized for \( i = (1 - \frac{1}{\sqrt{5}})(k+2) \), and thus the running time to compute \( \hat{\mathcal{P}}_{sv}^{k+2} \subseteq \mathcal{P}_{sv}^{k+2} \) for all \( v \in V(G) \setminus \{s\} \) together is upper bounded by \( \phi^{2k+o(k)} m \log n = \mathcal{O}(2.619^k m \log n) \), where where \( \phi \) is the golden ratio \( \frac{1+\sqrt{5}}{2} \). Furthermore, in the same time every set in \( \hat{\mathcal{P}}_{sv}^{k+2} \) can be ordered in a way that it corresponds to an undirected path in \( G \). A graph \( G \) has a path of length \( k+1 \) starting from \( s \) if and only if for some \( v \in V(G) \setminus \{s\} \), we have that \( \hat{\mathcal{P}}_{sv}^{k+2} \neq \emptyset \). Thus the running time of this algorithm is upper bounded by \( \mathcal{O}(2.619^k m \log n) \). Let us remark that almost the same arguments show that the version of the problem on directed graphs is solvable within the same running time. However on undirected graphs we can speed up the algorithm slightly by using the following standard trick.

We need the following result.

**Proposition 9.1** ([21]). There exists an algorithm, that given a graph \( G \) and an integer \( k \), in time \( \mathcal{O}(k^2 n) \) either finds a simple path of length \( \geq k \) or computes a DFS (depth first search) tree rooted at some vertex of \( G \) of depth at most \( k \).

We first apply Proposition 9.1 and in time \( \mathcal{O}(k^2 n) \) either find a simple path of length \( \geq k \) in \( G \) or compute a DFS tree of \( G \) of depth at most \( k \). In the former case we simply output the same path. In the later case since all the root to leaf paths are upper bounded by \( k \) and there are no cross edges in a DFS tree, we have that the number of edges in \( G \) is upper bounded by \( \mathcal{O}(k^2 n) \). Now on this \( G \) we apply the representative set based algorithm described above. This results in the following theorem.
**Theorem 9.1.** \( k \)-Path can be solved in time \( O(2.619^k n \log n) \).

Our algorithm for \( k \)-Path can be used to solve the weighted version of the problem, i.e., Short Cheap Tour. In this problem a graph \( G \) with maximum edge cost \( W \) is given, and the objective is to find a path of length at least \( k \) where the total sum of costs on the edges is minimized.

**Theorem 9.2.** Short Cheap Tour can be solved in time \( O(2.619^k n^{O(1)} \log W) \).

### 9.2 \( k \)-Tree and \( k \)-Subgraph Isomorphism

In this section we consider the following problem.

<table>
<thead>
<tr>
<th>( k )-Tree</th>
<th>Parameter: ( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An undirected ( n )-vertex, ( m )-edge graph ( G ) and a tree ( T ) on ( k ) vertices.</td>
<td></td>
</tr>
<tr>
<td><strong>Question:</strong> Does ( G ) contains a subgraph isomorphic to ( T )?</td>
<td></td>
</tr>
</tbody>
</table>

The algorithm for \( k \)-Tree is more involved than for \( k \)-Path. The reason to that is due to the fact that paths poses perfectly balanced separators of size one while trees not. We select a leaf \( r \) of \( T \) and root the tree at \( r \). For vertices \( x, y \in V(T) \) we say that \( y \leq x \) if \( x \) lies on the path from \( y \) to \( r \) in \( T \) (if \( x = r \) we also say that \( y \leq x \)). For a set \( C \) of vertices in \( T \) we will say that \( x \preceq_C y \) if \( x \leq y \) and there is no \( z \in C \) such that \( x \leq z \) and \( z \leq y \). For a pair \( x, y \) of vertices such that \( y \leq x \) in \( T \) we define

\[
C_{xy} = \begin{cases} 
\emptyset & \text{if } xy \in E(T), \\
\text{The unique component } C \text{ of } T \setminus \{x, y\} \text{ s.t. } N(C) = \{x, y\} & \text{otherwise.}
\end{cases}
\]

We also define \( T_{uv} = T[C_{uv} \cup \{u, v\}] \). We start by making a few simple observations about sets of vertices in trees.

**Lemma 9.1.** For any tree \( T \), a pair \( \{x, y\} \) of vertices in \( V(T) \) and integer \( c \geq 1 \) there exists a set \( W \) of vertices such that \( \{x, y\} \subseteq W \), \( |W| = O(c) \) and every connected component \( U \) of \( T \setminus W \) satisfies \( |U| \leq \frac{|V(T)|}{c} \) and \( |N(U)| \leq 2 \).

**Proof.** We first find a set \( W_1 \) of size at most \( c \) such that every connected component \( U \) of \( T \setminus W_1 \) satisfies \( |U| \leq \frac{|V(T)|}{c} \). Start with \( W_1 = \emptyset \) and select a lowermost vertex \( u \in V(T) \) such that the subtree rooted at \( u \) has at least \( \frac{|V(T)|}{c} \) vertices. Add \( u \)
to $W_1$ and remove the subtree rooted at $u$ from $T$. The process must stop after $c$ iterations since each iteration removes $\frac{|V(T)|}{c}$ vertices of $T$. Each component $U$ of $T \setminus W_1$ satisfies $|U| \leq \frac{|V(T)|}{c}$ because (a) whenever a vertex $u$ is added to $W_1$, all components below $u$ have size strictly less than $\frac{|V(T)|}{c}$ and (b) when the process ends the subtree rooted at $r$ has size at most $|U| \leq \frac{|V(T)|}{c}$. Now, insert $x$ and $y$ into $W_1$ as well.

We build $W$ from $W_1$ by taking the least common ancestor closure of $W_1$; start with $W = W_1$ and as long as there exist two vertices $u$ and $v$ in $W$ such that their least common ancestor $w$ is not in $W$, add $w$ to $W$. Standard counting arguments on trees imply that this process will never increase the size of $W$ by more than a factor 2, hence $|W| \leq 2|W_1| = O(c)$.

We claim that every connected component $U$ of $T \setminus W$ satisfies $N(U) \leq 2$. Suppose not and let $u$ be the vertex of $u$ closest to the root. Since $N(U) > 2$ at least two vertices $v$ and $w$ in $N(U)$ are descendants of $u$. Since $U$ is connected $v$ and $w$ can’t be descendants of each other, but then the least common ancestor of $v$ and $w$ is in $U$, contradicting the construction of $W$.

**Observation 9.1.** For any tree $T$, set $W \subseteq V(T)$ and component $U$ of $T \setminus W$ such that $|N(U)| = 1$, $U$ contains a leaf of $T$.

**Proof.** $T[U \cup N(U)]$ is a tree on at least two vertices and hence it has at least two leaves. At most one of these leaves is in $N(U)$, the other one is also a leaf of $T$. \qed

**Lemma 9.2.** Let $W \subseteq V(T)$ be a set of vertices such that for every pair of vertices in $W$ their least common ancestor is also in $W$. Let $X$ be a set containing one leaf of $T$ from each connected component $U$ of $T \setminus W$ such that $|N(U)| = 1$. Then, for every connected component $U$ such that $|N(U)| = 1$ there exist $x \in W$, $y \in X$ such that $U = C^{xy} \cup \{y\}$. For every other connected component $U$ there exist $x, y \in W$ such that $U = C^{xy}$.

**Proof.** It follows from the argument at the end of the proof of Lemma 9.1 that every component $U$ of $T \setminus W$ satisfies $|N(U)| \leq 2$. If $|N(U)| = 2$, let $N(U) = \{x, y\}$. We have that $x \leq y$ or $y \leq x$ since least common ancestor of $x$ and $y$ can not be in $U$ and would therefore be in $N(U)$, contradicting $|N(U)| = 2$. Without loss of generality $y \leq x$. But then $U = C^{xy}$. If $N(U) = 1$, let $N(U) = \{x\}$. By Observation 9.1 $U$ contains a leaf $y$ of $T$. Then $U = C^{xy} \cup \{y\}$. \qed

Given two graphs $F$ and $H$, a graph homomorphism from $F$ to $H$ is a map $f$
from \( V(F) \) to \( V(H) \), that is \( f : V(F) \to V(H) \), such that if \( uv \in E(F) \), then \( f(u)f(v) \in E(H) \). Furthermore, when the map \( f \) is injective, \( f \) is called a subgraph isomorphism. For every \( x, y \in V(T) \) such that \( y \leq x \), and every \( u, v \) in \( V(G) \) we define

\[
\mathcal{F}_{uv}^{xy} = \left\{ F \in \left( V(G) \setminus \{u, v\} \right) : \exists \text{ subgraph isomorphism } f \quad \text{from } T^{xy} \text{ to } G[F \cup \{u, v\}] \text{ such that } f(x) = u \text{ and } f(y) = v \right\}
\]

Let us remind that for a set \( X \) and a family \( \mathcal{A} \), we use \( \mathcal{A} + X \) to denote \( \{A \cup X : A \in \mathcal{A}\} \). For every \( x, y \in V(T) \) such that \( y \leq x \), and every \( u \) in \( V(G) \) we define

\[
\mathcal{F}_{ux}^{xy} = \bigcup_{v \in V(G) \setminus \{u\}} \mathcal{F}_{uv}^{xy} + \{v\} \tag{9.1}
\]

In order to solve the problem it is sufficient to select an arbitrary leaf \( \ell \) of \( T \) and determine whether there exists a \( u \in V(G) \) such that the family \( \mathcal{F}_{ux}^{xy} \) is non-empty. We show that the collections of families \( \{\mathcal{F}_{uv}^{xy}\} \) and \( \{\mathcal{F}_{ux}^{xy}\} \) satisfy a recurrence relation. We will then exploit this recurrence relation to get a fast algorithm for \( k\text{-Tree} \).

**Lemma 9.3.** For every \( x, y \in V(T) \) such that \( y \leq x \), every \( \widehat{W} = W \cup \{x, y\} \) where \( W \subseteq C^{xy} \), such that for every pair of vertices in \( \widehat{W} \) their least common ancestor is also in \( \widehat{W} \), every \( X \subseteq C^{xy} \setminus W \) such that \( X \) contains exactly one leaf of \( T \) in each connected component \( U \) of \( T^{xy} \setminus \widehat{W} \) with \( |N(U)| = 1 \), the following recurrence holds.

\[
\mathcal{F}_{uv}^{xy} = \bigcup_{g:W \to V(G) \atop g(x) = u, g(y) = v} \left[ \left( \prod_{x' \in \widehat{W}, y' \leq_{\widehat{W}} x'} \mathcal{F}_{g(x')y'}^{g(x')y'} \right) \cdot \prod_{x' \in \widehat{W}, y' \leq_{\widehat{W}} x'} \mathcal{F}_{g(x')y'}^{g(x')y'} + g(W) \right] \tag{9.2}
\]

Here the union goes over all \( O(n^{\lfloor W \rfloor}) \) injective maps \( g \) from \( \widehat{W} \) to \( V(G) \) such that \( g(x) = u \) and \( g(y) = v \), and by \( g(W) \) we mean \( \{g(c) : c \in W\} \).

**Proof.** For the \( \subseteq \) direction of the equality consider any subgraph isomorphism \( f \) from \( T^{xy} \) to \( V(G) \) such that \( f(x) = u \) and \( f(y) = v \). Let \( g \) be the restriction of \( f \) to \( W \). The map \( f \) can be considered as a collection of subgraph isomorphisms with one isomorphism for each \( x', y' \in \widehat{W} \) such that \( y' \preceq_{\widehat{W}} x \) from \( T^{x'y'} \) to \( G \) such that \( f(x') = g(x') \) and \( f(y') = g(y') \), and one isomorphism for each \( x' \in \widehat{W}, y' \in X \) such that \( y' \preceq_{\widehat{W}} x \) from \( T^{x'y'} \) to \( G \) such that \( f(x') = g(x') \). Taking the union of the ranges of each of the small subgraph isomorphisms clearly give the range of \( f \). Here
we used Lemma 9.2 to argue that for every connected component $U$ of $T^{xy} \setminus \hat{W}$ we have that $T[U \cup N(U)]$ is in fact on the form $T^{x'y'}$ for some $x', y'$.

For the reverse direction take any collection of subgraph isomorphisms with one isomorphism $f$ for each $x', y' \in \hat{W}$ such that $y' \preceq \hat{W} x$ from $T^{x'y'}$ to $G$ such that $f(x') = g(x')$ and $f(y') = g(y')$, and one isomorphism for each $x' \in \hat{W}, y' \in X$ such that $y' \preceq \hat{W} x$ from $T^{x'y'}$ to $G$ such that $f(x') = g(x')$, such that the range of all of these subgraph isomorphisms are pairwise disjoint (except on vertices in $\hat{W}$). Since all of these subgraph isomorphisms agree on the set $W$ they can be glued together to a subgraph isomorphism from $T^{xy}$ to $G$.

Our goal is to compute for every $x, y \in V(T)$ such that $y \leq x$ and $u, v \in V(G)$ a family $\hat{F}^{xy}_{uv}$ such that $\hat{F}^{xy}_{uv} \subseteq \{ k^{-|C^{xy}|} \} F^{xy}_{uv}$ and for every $x, y \in V(T)$ such that $y \leq x$ and $u \in V(G)$ a family $\hat{F}^{xy}_{us}$ such that $\hat{F}^{xy}_{us} \subseteq \{ k^{-|C^{xy}|} \} F^{xy}_{us}$. We will also maintain the following size invariants.

\[
\begin{align*}
|\hat{F}^{xy}_{uv}| &\leq \left( \frac{2k - |C^{xy}|}{|C^{xy}|} \right)^{|C^{xy}|} \left( \frac{2k - |C^{xy}|}{2k - 2|C^{xy}|} \right)^{k-|C^{xy}|} 2^{|w|} \quad (9.3) \\
|\hat{F}^{xy}_{us}| &\leq \left( \frac{2k - |C^{xy}| - 1}{|C^{xy}| + 1} \right)^{|C^{xy}|+1} \left( \frac{2k - |C^{xy}| - 1}{2k - 2|C^{xy}| - 2} \right)^{k-|C^{xy}| - 1} 2^{|w|} \quad (9.4)
\end{align*}
\]

Let the right hand side of equation 9.3 be $s_{xy}$ and the right hand side of equation 9.4 be $s^*_{xy}$. We first compute such families $\hat{F}^{xy}_{uv}$ for all $x, y \in V(T)$ such that $y \leq x$ and $xy \in E(T)$. Observe that in this case we have

\[
\hat{F}^{xy}_{uv} = \begin{cases} 
\{\emptyset\} & \text{if } uv \in E(G), \\
\emptyset & \text{if } uv \notin E(G).
\end{cases}
\]

For each $x, y \in V(T)$ such that $y \leq x$ and $xy \in E(T)$ and every $u, v \in V(G)$ we set $\hat{F}^{xy}_{uv} = F^{xy}_{uv}$. We can now for compute $\hat{F}^{xy}_{us}$ for every $x, y \in V(T)$ such that $y \leq x$ and $xy \in E(T)$ and every $u \in V(G)$ by applying Equation 9.1. Clearly the computed families are within the required size bounds.

We now show how to compute a family $\hat{F}^{xy}_{uv}$ of size $s_{xy}$ for every $x, y \in V(T)$ such that $y \leq x$ and $u, v \in V(G)$ and $|C^{xy}| = t$, assuming that the families $\hat{F}^{xy}_{uv}$ and $\hat{F}^{xy}_{us}$ have been computed for every $x, y \in V(T)$ such that $y \leq x$ and $u, v \in V(G)$ and $|C^{xy}| < t$. We also assume that for each family $\hat{F}^{xy}_{uv}$ that has been computed, $|\hat{F}^{xy}_{uv}| \leq s_{xy}$, Similarly we assume that for each family $\hat{F}^{xy}_{us}$ that has been computed, $|\hat{F}^{xy}_{us}| \leq s^*_{xy}$.
We fix a constant $c$ whose value will be decided later. First apply Lemma 9.1 on $T^{xy}$, vertex pair $\{x, y\}$ and constant $c$ and obtain a set $\tilde{W}$ such that $\{x, y\} \subseteq \tilde{W}$ and every connected component $U$ of $T \setminus \tilde{W}$ satisfies $|U| \leq \frac{|V(T)|}{c}$ and $|N(U)| \leq 2$. Select a set $X \subseteq V(T^{xy}) \setminus \tilde{W}$ such that each connected component $U$ of $T \setminus \tilde{W}$ with $|N(U)| = 1$ contains exactly one leaf which is in $X$. Now, set $W = \tilde{W} \setminus \{x, y\}$ and consider Equation 9.2 for $\hat{F}_{uv}$ for this choice of $x, y, W$ and $X$. Define

$$\hat{F}_{uv}^{xy} = \bigcup_{g: \tilde{W} \rightarrow V(G)} \left[ \left( \prod_{x', y' \in \tilde{W}} \hat{F}_{g(x')g(y')}^{x'y'} \cdot \prod_{x' \in \tilde{W}, y' \in X} \hat{F}_{g(x')^*}^{x'y'} \right) + g(W) \right]$$

(9.5)

Lemma 9.3 together with Lemmata 7.2 and 7.3 directly imply that $\hat{F}_{uv}^{xy} \leq_{rep}^{k-|C_{xy}|} F_{uv}^{xy}$. Furthermore, each family on the right hand side of Equation 9.5 has already been computed, since $C^{x'y'} \subseteq C^{xy}$ and so $|C^{x'y'}| < t$. For a fixed injective map $g : W \rightarrow V(G)$ we define

$$\hat{F}_{g}^{xy} = \left( \prod_{x', y' \in \tilde{W}} \hat{F}_{g(x')g(y')}^{x'y'} \cdot \prod_{x' \in \tilde{W}, y' \in X} \hat{F}_{g(x')^*}^{x'y'} \right) + g(W)$$

(9.6)

It follows directly from the definition of $\hat{F}_{uv}^{xy}$ and $\hat{F}_{g}^{xy}$ that

$$\hat{F}_{uv}^{xy} = \bigcup_{g: \tilde{W} \rightarrow V(G)} \hat{F}_{g}^{xy}.$$ 

Our goal is to compute a family $\hat{F}_{uv}^{xy} \leq_{rep}^{k-|C_{xy}|} \hat{F}_{uv}^{xy}$ such that $|\hat{F}_{uv}^{xy}| \leq s_{xy}$. Lemma 7.1 then implies that $\hat{F}_{uv}^{xy} \leq_{rep}^{k-|C_{xy}|} F_{uv}^{xy}$. To that end, we define the function reduce. Given a family $\mathcal{F}$ of sets of size $p$, the function reduce will run the algorithm of Theorem 7.3 on $\mathcal{F}$ with $x = \frac{p}{2k-p}$ and produce a family of size $(\frac{2k-p}{p})^p \left( \frac{2k-p}{2k-2p} \right)^{k-p} 2^{o(k)}$ that $k - p$ represents $\mathcal{F}$.

We will compute for each $g : \tilde{W} \rightarrow V(G)$ such that $g(x) = u$ and $g(y) = v$ a family
\( \hat{F}_{xy} \) of size at most \( s_{xy} \) such that \( \hat{F}_{xy} \subseteq [C_{xy}]^{k-|C_{xy}|} \hat{F}_{xy} \). We will then set

\[
\hat{F}_{uv} = \text{reduce} \left( \bigcup_{g: \tilde{W} \rightarrow \text{V}(G)} \hat{F}_{xy} \right).
\] (9.7)

To compute \( \hat{F}_{xy} \), inspect Equation 9.6. Equation 9.6 shows that \( \tilde{F}_{xy} \) basically is a long chain of \( \bullet \) operations, specifically

\[
\tilde{F}_{xy} = (\hat{F}_1 \bullet \hat{F}_2 \bullet \hat{F}_3 \ldots \bullet \hat{F}_\ell) + g(W)
\] (9.8)

We define (and compute) \( \hat{F}_{xy} \) as follows

\[
\hat{F}_{xy} = \text{reduce} \left( \text{reduce} \left( \ldots \text{reduce} \left( \text{reduce} \left( \hat{F}_1 \bullet \hat{F}_2 \bullet \hat{F}_3 \ldots \bullet \hat{F}_\ell \right) + g(W) \right) \ldots \right) \right) + g(W)
\] (9.9)

\( \hat{F}_{xy} \subseteq \hat{F}_{xy} \) and thus also \( \hat{F}_{xy} \subseteq [C_{xy}]^{k-|C_{xy}|} \hat{F}_{xy} \subseteq [C_{xy}]^{k-|C_{xy}|} \hat{F}_{xy} \) follows from Lemma 7.3 and Theorem 7.3. Since the last operation we do in the construction of \( \hat{F}_{uv} \) is a call to \( \text{reduce} \), \( |\hat{F}_{uv}| \leq s_{xy} \) follows from Theorem 7.3. To conclude the computation we set

\[
\hat{F}_{uv} = \text{reduce} \left( \bigcup_{v \in \text{V}(G) \setminus \{u\}} \hat{F}_{xy} + \{v\} \right)
\] (9.10)

Lemma 7.3 and Theorem 7.3 imply that \( \hat{F}_{xy} \subseteq [C_{xy}]^{k-|C_{xy}|} \hat{F}_{xy} \) and that \( |\hat{F}_{xy}| \leq s_{xy}^* \).

The algorithm computes the families \( \hat{F}_{us} \) and \( \hat{F}_{xy} \) for every \( x, y \in \text{V}(T) \) such that \( y \leq x \). It then selects an arbitrary leaf \( \ell \) of \( T \) and checks whether there exists a \( u \in \text{V}(G) \) such that the family \( \hat{F}_{us}^{\ell} \) is non-empty. Since \( \hat{F}_{us}^{\ell} \subseteq \hat{F}_{us} \) there is a non-empty \( \hat{F}_{us}^{\ell} \) if and only if there is a non empty \( \hat{F}_{us}^{\ell} \). Thus the algorithm can answer that there is a subgraph isomorphism from \( T \) to \( G \) if some \( \hat{F}_{us}^{\ell} \) is non-empty, and that no such subgraph isomorphism exists otherwise.

It remains to bound the running time of the algorithm. Up to polynomial factors, the running time of the algorithm is dominated by the computation of \( \hat{F}_{uv} \). This computation consists of \( n^{O(|\tilde{W}|)} \) independent computations of the families \( \hat{F}_{g} \). Each computation of the family \( \hat{F}_{g} \) consists of at most \( k \) repeated applications of the operation

\[
\hat{F}^{i+1} = \text{reduce}(\hat{F}^i \bullet \hat{F}^{i+1}).
\]
Here $\mathcal{F}^i$ is a family of sets of size $p$, and so $|\mathcal{F}^i| \leq \left( \frac{2k-p}{p} \right)^p \left( \frac{2k-p}{2k-2p} \right)^{k-p} 2^{o(k)} \log n$. On the other hand $\hat{\mathcal{F}}_{i+1}$ is a family of sets of size $p' \leq \frac{k}{2}$ since we used Lemma 9.1 to construct $\hat{W}$. Thus,

$$|\hat{\mathcal{F}}_{i+1}| \leq \left( \frac{2k-p}{p'} \right)^{p'} \left( \frac{2k-p}{2k-2p'} \right)^{k-p'} 2^{o(k)}$$

Thus $|\hat{\mathcal{F}}^i \bullet \hat{\mathcal{F}}_{i+1}| \leq \left( \frac{2k-p}{p} \right)^{p} \left( \frac{2k-p}{2k-2p} \right)^{k-p} 2^{(\varepsilon+1/c)k+o(k)}$. Hence, when we apply Theorem 7.3 with $x = \frac{p+p'}{2k-p-p'}$ to compute $\text{reduce}(\hat{\mathcal{F}}^i \bullet \hat{\mathcal{F}}_{i+1})$, this takes time

$$|\hat{\mathcal{F}}^i \bullet \hat{\mathcal{F}}_{i+1}| \left( \frac{2k-p-p'}{2k-2p-2p'} \right)^{k-p-p'} 2^{o(k)} \log n$$

$$\leq |\hat{\mathcal{F}}^i \bullet \hat{\mathcal{F}}_{i+1}| \left( \frac{2k-p}{2k-2p} \right)^{k-p} \left( \frac{2k-2p}{2k-2p-2p'} \right)^{k-p-p'} 2^{o(k)} \log n$$

$$\leq |\hat{\mathcal{F}}^i \bullet \hat{\mathcal{F}}_{i+1}| \left( \frac{2k-p}{2k-2p} \right)^{k-p} \left( 1 + \frac{p'}{k-p-p'} \right)^{k-p-p'} 2^{o(k)} \log n$$

$$\leq |\hat{\mathcal{F}}^i \bullet \hat{\mathcal{F}}_{i+1}| \left( \frac{2k-p}{2k-2p} \right)^{k-p} \epsilon^2 p' 2^{o(k)} \log n$$

$$\leq \left( \frac{2k-p}{p} \right)^{p} \left( \frac{2k-p}{2k-2p} \right)^{2k-2p} 2^{(\varepsilon+3/c)k+o(k)} \log n$$

Since there are $n^{O(\hat{W})}$ (which is equal to $n^{O(c)}$, where $c$ is a constant) independent computations of the families $\hat{\mathcal{F}}^g_{xy}$, the total running time is upper bounded by

$$\left( \frac{2k-p}{p} \right)^{p} \left( \frac{2k-p}{2k-2p} \right)^{2k-2p} 2^{(\varepsilon+3/c)k+o(k)} n^{O(1)}$$

The maximum value of $\left( \frac{2k-p}{p} \right)^{p} \left( \frac{2k-p}{2k-2p} \right)^{2k-2p}$ is when $p = (1 - \frac{1}{\sqrt{5}})k$ and the maximum value is $\phi^{2k}$, where $\phi$ is the golden ratio $\frac{1+\sqrt{5}}{2}$. Now we can choose the value of
c in such a way that \( \varepsilon + 3/c \) is small enough and the above running time is bounded by \( 2.619^{k+o(k)}n^{O(1)} \). This yields the following theorem.

**Theorem 9.3.** \( k \)-Tree can be solved in time \( 2.619^{k+o(k)}n^{O(1)} \).

The algorithm for \( k \)-Tree can be generalized to \( k \)-Subgraph Isomorphism for the case when the pattern graph \( F \) has treewidth at most \( t \). Towards this we need a result analogous to Lemma 9.1 for trees, which can be proved using the separation properties of graphs of treewidth at most \( t \). This will lead to an algorithm with running time \( 2.619^{k+o(k)} \cdot n^{O(t)} \).
Chapter 10

r-Dimensional $k$-Matching

Given a universe $U := U_1 \uplus \cdots \uplus U_r$, and an $r$-uniform family $\mathcal{F} \subseteq U_1 \times \cdots \times U_r$, the 
$r$-DIMENSIONAL $k$-MATCHING ($(r,k)$-DM) problem asks if $\mathcal{F}$ admits a collection of $k$ mutually disjoint sets. The special case in which $r = 3$ can be viewed as an immediate generalization of the matching problem on bipartite graphs to three-partite, three-uniform hypergraphs. The question of finding the largest 3D-Matching is a classic optimization problem, and the decision version is listed as one of the six fundamental NP-Complete problems in Garey and Johnson [62]. The $(r,k)$-DM problem may be thought as a restricted version of the more general $r$-SET $k$-PACKING ($(r,k)$-SP) problem, where no restrictions are assumed on the universe. More precisely, given a universe $U$, and an $r$-uniform family $\mathcal{F} \subseteq 2^U$, the $(r,k)$-SP problem asks if $\mathcal{F}$ admits a collection of $k$ mutually disjoint sets. In this chapter we study the weighted version of $(r,k)$-DM.

Weighted $r$-DIMENSIONAL $k$-MATCHING ($(r,k)$-WDM)  

Parameter: $r \cdot k$

Input: A universe $U := U_1 \uplus \cdots \uplus U_r$, a family $\mathcal{F} \subseteq U_1 \times \cdots \times U_r$, a non-negative weight function $w : \mathcal{F} \to \mathbb{N}$, and positive integers $k, W$.

Question: Does $\mathcal{F}$ have a collection $\mathcal{M}$ of $k$ mutually disjoint sets such that $w(\mathcal{M}) \geq W$?

Prior Work and Our Result. The problem $(r,k)$-DM, including their weighted versions, have enjoyed substantial attention in the context of exact parameterized algorithms, and there have been several deterministic and randomized approaches to these problems (see Table 10.1). One of the earliest approaches [42] used the color-coding technique [4]. Further, in [46], a kernel was developed, and the color-coding was combined with dynamic programming on the structure of the kernel.
to obtain an improvement. In [79], Koutis used an algebraic formulation of \((r,k)\)-SP and proposed a randomized algorithm (derandomized with hash families). The randomized approaches saw further improvements in subsequent work [80, 82, 17], also based on algebraic techniques. The common theme in these developments is to express a parameterized problem in an algebraic framework by associating monomials with the combinatorial structures that are sought, ultimately arriving at a multilinear monomial testing problem or a polynomial identity testing problem.

In a recent development [34], a derandomization method was proposed for these algebraic approaches, leading to deterministic algorithms that solve \((r,k)\)-DM in time \(O^*(5.44^{(r-1)k})\).

Prior to our work, the running time of the best deterministic algorithm for \((r,k)\)-DM was \(O^*(4^{(r-1)k+o(k)})\) [27]. This algorithm, based on the randomized divide-and-conquer technique [31], also achieved the previous best running times for the weighted version of \((r,k)\)-DM. Many algorithms have been designed for the special cases of \((3,k)\)-DM (see Table 10.2). In particular, the approach in [32] uses a clever combination of dynamic programming (embedded in a color coding framework) and iterative expansion, derandomized using hash families. However, the specialized algorithms achieve neither the previous best deterministic running times for \((3,k)\)-DM, nor the previous best running times for the weighted versions of these problems. These are achieved by the above mentioned algorithms of Chen et al. [27], which, in the special cases of \((3,k)\)-DM, run in times \(O^*(16^{k+o(k)})\).

In [65], we gave an algorithm for \((r,k)\)-WDM running in time \(O^*(2.851^{(r-1)k})\) and an algorithm for \((3,k)\)-DM running in time \(O^*(8.042^k)\). In this thesis we give an algorithm for \((r,k)\)-WDM running in time \(O^*(2.619^{(r-1)k})\) by incorporating the time-size trade off of representative family. This algorithm runs in time \(O^*(6.86^k)\) for \((3,k)\)-WDM.

**Algorithm.** We give a dynamic programming algorithm for the problem \((r,k)\)-WDM. Let \((U_1, \ldots, U_r, \mathcal{F}, w : \mathcal{F} \to \mathbb{N}, k, W)\) be an instance of \((r,k)\)-WDM. Recall that \(\mathcal{F} \subseteq U_1 \times \ldots \times U_r\), and the problem involves finding \(k\) mutually disjoint sets in \(\mathcal{F}\) whose weight is at least \(W\). Before explaining the algorithm consider the following lemma regarding the computation of the representative families, which is useful for designing our algorithm.

**Lemma 10.1.** Let \(k, p', q'\) be integers and let \(p = p' + q'\). Let \(\mathcal{P}\) be a \(p'\)-family of size \(y^{-p'}(1 - y)^{-k-p'}2^{p(k)}\) over a universe \(U\) of size \(n\), where \(y = \frac{p'}{2k-p'}\), and let \(S \subseteq U\) of size \(q'\). Let \(w : \mathcal{P} \to \mathbb{N}\) be a non-negative weight function with maximum value
<table>
<thead>
<tr>
<th>Reference</th>
<th>Weighted?</th>
<th>Algorithm</th>
<th>Running Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al. [28]</td>
<td>No</td>
<td>D</td>
<td>$O^*((rk)^{O(rk)})$</td>
</tr>
<tr>
<td>Downey et al. [42]</td>
<td>Yes</td>
<td>D</td>
<td>$O^*((rk)^{O(rk)})$</td>
</tr>
<tr>
<td>Fellows et al. [46]</td>
<td>Yes</td>
<td>D</td>
<td>$O^*(2^{O(rk)})$</td>
</tr>
<tr>
<td>Liu et al. [83]</td>
<td>Yes</td>
<td>D</td>
<td>$O^*(12.8^{(r-1)k})$</td>
</tr>
<tr>
<td>Koutis [79]</td>
<td>No</td>
<td>D</td>
<td>$O^*(10.874^{rk})$</td>
</tr>
<tr>
<td>Chen et al. [34]</td>
<td>No</td>
<td>D</td>
<td>$O^*(5.44^{(r-1)k})$</td>
</tr>
<tr>
<td>Chen et al. [31]</td>
<td>Yes</td>
<td>D</td>
<td>$O^*(4^{rk+o(rk)})$</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>R</td>
<td>$O^*(4^{(r-1)k+o(rk)})$</td>
</tr>
<tr>
<td>Chen et al. [27]</td>
<td>Yes</td>
<td>D</td>
<td>$O^*(4^{(r-1)k+o(rk)})$</td>
</tr>
<tr>
<td>Koutis [80]</td>
<td>No</td>
<td>R</td>
<td>$O^*(2^{rk})$</td>
</tr>
<tr>
<td>Koutis et al. [82]</td>
<td>No</td>
<td>R</td>
<td>$O^*(2^{(r-1)k})$</td>
</tr>
<tr>
<td>Björklund et al. [17]</td>
<td>No</td>
<td>R</td>
<td>$O^*(2^{k})$</td>
</tr>
<tr>
<td>Goyal et al. [65]</td>
<td>Yes</td>
<td>D</td>
<td>$O^*(2.851^{(r-1)k})$</td>
</tr>
<tr>
<td>Theorem 10.1</td>
<td>Yes</td>
<td>D</td>
<td>$O^*(2.619^{(r-1)k})$</td>
</tr>
</tbody>
</table>

Table 10.1: Algorithms for $(r,k)$-DM, with D denoting deterministic algorithms and R denoting randomized algorithms.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Weighted?</th>
<th>Algorithm</th>
<th>Running Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al. [117]</td>
<td>Yes</td>
<td>D</td>
<td>$O^*(432.082^{k})$</td>
</tr>
<tr>
<td>Chen et al. [32]</td>
<td>No</td>
<td>D</td>
<td>$O^*(21.907^{k})$</td>
</tr>
<tr>
<td>Liu et al. [84]</td>
<td>No</td>
<td>D</td>
<td>$O^*(21.254^{k})$</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>R</td>
<td>$O^*(12.488^{k})$</td>
</tr>
<tr>
<td>Wang et al. [118]</td>
<td>No</td>
<td>D</td>
<td>$O^*(43.615^{k})$</td>
</tr>
<tr>
<td>Goyal et al. [65]</td>
<td>No</td>
<td>D</td>
<td>$O^*(8.042^{k})$</td>
</tr>
<tr>
<td>Theorem 10.1</td>
<td>Yes</td>
<td>D</td>
<td>$O^*(6.86^{k})$</td>
</tr>
</tbody>
</table>

Table 10.2: Algorithms for $(3,k)$-DM, with D denoting deterministic algorithms and R denoting randomized algorithms.

at most $W$. Then we can compute $\overline{\mathcal{P} \bullet \{S\}} \subseteq_{\text{maxrep}} \mathcal{P} \bullet \{S\}$ of size

$$\left(\frac{2k - p}{p}\right)^p \left(\frac{2k - p}{2(k - p)}\right)^{k-p} 2^{o(k)}$$

in time

$$O\left(2^{o(k)} \log n \cdot \log W \cdot \max_{j \in [p]} \left\{ \left(\frac{2k - j}{j}\right)^j \left(\frac{2k - j}{2k - 2j}\right)^{2k-2j} \right\} \right)$$

Proof. Let $S = \{s_1, \ldots, s_{q'}\}$. Remove from $\mathcal{P}$ the sets that are not disjoint from $S$. First, we compute $\mathcal{P}_1 = \mathcal{P} \bullet \{s_1\} \subseteq_{\text{maxrep}} \mathcal{P} \bullet \{s_1\}$; then, we compute $\mathcal{P}_2 =$
\[
\mathcal{P}_1 \cdot \{s_2\} \subseteq \maxrep \mathcal{P}_1 \cdot \{s_2\}, \text{ and so on. For all } j \in \{1, \ldots, q'\}, \text{ we compute } \mathcal{P}_j = \mathcal{P}_{j-1} \cdot \{s_j\} \subseteq \maxrep \mathcal{P}_{j-1} \cdot \{s_j\} \text{ by applying Theorem 7.3 with the value } x_j \text{ for } x, \text{ where }
\[
x_j = \frac{p' + j}{2k - (p' + j)}
\]

We output \(\mathcal{P}_{q'}\) as the \((k - p' - q')\)-representative family for \(\mathcal{P} \cdot \{S\}\). Using induction on \(i\), we prove that for \(i \in \{0, \ldots, q'\}\), \(\mathcal{P}_i \subseteq \maxrep \mathcal{P} \cdot \{\{s_1, \ldots, s_i\}\}\) where \(\mathcal{P}_0 = \mathcal{P}\). The statement is trivially true for \(i = 0\). Now, suppose the statement is true for all values of \(j < i\). We need to show that \(\mathcal{P}_i \subseteq \maxrep \mathcal{P} \cdot \{\{s_1, \ldots, s_i\}\}\). Let \(X \in \mathcal{P} \cdot \{\{s_1, \ldots, s_i\}\}\), and \(Y \subseteq U\) such that \(|Y| = k - p' - i\) and \(X \cap Y = \emptyset\). We need to show that there exists \(X^* \in \mathcal{P}_i\) such that \(X^* \cap Y = \emptyset\) and \(w(X^* \setminus S) \geq w(X \setminus S)\). Consider the sets \(X_i = X \setminus \{s_i\}\) and \(Y_i = Y \cup \{s_i\}\). Note that \(X_i \in \mathcal{P} \cdot \{\{s_1, \ldots, s_i-1\}\}\) and \(X_i \cap Y_i = \emptyset\). By induction hypothesis, \(\mathcal{P}_{i-1} \subseteq \maxrep \mathcal{P} \cdot \{\{s_1, \ldots, s_{i-1}\}\}\), and thus there exists \(X_i^* \in \mathcal{P}_{i-1}\) such that \(X_i^* \cap Y_i = \emptyset\) and \(w(X_i^* \setminus S) \geq w(X_i \setminus S)\). Let \(X' = X_i^* \cup \{s_i\}\). Note that \(X' \in \mathcal{P}_{i-1} \cdot \{\{s_i\}\}\) and \(X' \cap Y = \emptyset\). Hence, there exists \(X^* \in \mathcal{P}_i = \mathcal{P}_{i-1} \cdot \{\{s_i\}\}\) as desired.

The cardinality of \((k - p' - q')\)-representative family \(\mathcal{P}_{q'}\) of \(\mathcal{P} \cdot \{S\}\) follows from Theorem 7.3. Let \(s_j\) be the size of the representative family \(\mathcal{P}_j = \mathcal{P}_{j-1} \cdot \{s_j\}\) when we apply Theorem 7.3 with the value \(x_j\). That is \(s_j = (x_j)^{k-p'-i} (1-x_j)^{-k+p'+j} \cdot 2^{o(k)}\). By the assumption of the cardinality of \(\mathcal{P}\), we have that \(|\mathcal{P}| = s_0\). Now we have that \(|\mathcal{P}_{j+1}| = \mathcal{P}^{j-1} \cdot \{s_j\} = s_j\). By Theorem 7.3, the running time to compute \(\mathcal{P}_{j+1}\) is bounded by,

\[
s_j \cdot (1-x_{j+1})^{-k+j+1} \cdot 2^{o(k)} \log n \cdot \log W \tag{10.1}
\]

We need the following claim to analyse the running time and its proof is similar to the proof of Claim 8.2.

**Claim 10.1.** For any \(3 < p' + i < p\), \(s_i \leq e^2 \cdot (p' + i + 1) \cdot s_{i+1}\).

From Equation 10.1 and Claim 10.1 we have that the running time for computing \(\mathcal{P}_{q'}\) is bounded by

\[
\mathcal{O} \left( \sum_{i=1}^{q'} s_i \cdot (1 - x_i)^{-k+p'+i} \cdot 2^{o(k)} \cdot \log n \cdot \log W \right)
\]

\[
= \mathcal{O} \left( 2^{o(k)} \log n \cdot \log W \cdot \max_{j \in [p]} \left\{ \left( \frac{2k - j}{j} \right)^{j} \left( \frac{2k - j}{2k - 2j} \right)^{2k-2j} \right\} \right)
\]
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This completes the proof.

Now we define some notation which is helpful to design the algorithm and its correctness. For a set $S \in \mathcal{F}$, we let $S[i]$ denote the element in $S \cap U_i$, that is, $S[i]$ is the element of $S$ that is from $U_i$. We sometimes refer to the element $S[i]$ as the $i^{th}$ coordinate of $S$. The dynamic programming approach involves iterating over the elements in $U_r$. To this end, let $U_r := \{c_1, c_2, \ldots, c_n\}$ (for the discussion in this section, the index $i$ of each element $c_i$ is an arbitrary and fixed choice). Moreover, let $\mathcal{M} := \{S_1, S_2, \ldots, S_t\}$ be an rD-Matching, and let $\mathcal{M}_r := \{S_i[r] \mid i \in [t]\} \subseteq U_r$ and $\mathcal{M}_{[r-1]} := \{S_i[j] \mid i \in [t], j \in [r-1]\}$. We define the maximum last index of $\mathcal{M}$, denoted by $\lambda(\mathcal{M})$, as the largest index $i$ for which $c_i \in \mathcal{M}_r$. For the empty matching $\emptyset$, $\lambda(\emptyset) = 0$. In the $i^{th}$ iteration of our algorithm, we would like to store representative sub family of all matchings whose maximum last index is at most $i$.

We let $\mathcal{Q}^{(i)} := \{\mathcal{M} \mid \lambda(\mathcal{M}) \leq i\}$ and $\mathcal{Q}^{(i)}_j := \{\mathcal{M} \mid \mathcal{M} \in \mathcal{Q}^{(i)}, |\mathcal{M}| = j\}$. Notice that the $\mathcal{Q}^{(i)}_j$s constitute a partition of the set $\mathcal{Q}^{(i)}$ based on matching size; in other words, $\mathcal{Q}^{(i)} := \bigcup_{j=0}^{|\mathcal{M}|} \mathcal{Q}^{(i)}_j$. Let $\mathcal{X}^{(i)}_j := \{\mathcal{M}_{[r-1]} \mid \mathcal{M} \in \mathcal{Q}^{(i)}_j\}$. We assign a weight function $w' : \mathcal{X}^{(i)}_j \rightarrow \mathbb{N}$ as follows. For every $\mathcal{M}_{[r-1]} \in \mathcal{X}^{(i)}_j$, $w'(\mathcal{M}_{[r-1]}) = \max\{w(\mathcal{M}^*) \mid \mathcal{M}^* \in \mathcal{Q}^{(i)}_j, \mathcal{M}_{[r-1]} = \mathcal{M}^*_r\}$.

We are now ready to describe our algorithm, Algorithm 1, whose outline is given below. The heart of Algorithm 1 consists of two modules – Compute Partial Solutions $\mathcal{L}^{(i)}$ and Prune Partial Solutions $\mathcal{L}^{(i)}$. In $\mathcal{L}^{(i)}$, we store carefully chosen rD-Matchings whose maximum last index is at most $i$. To use the representative families more efficiently, we would like to split the elements of the matchings into two parts. We will first collect the parts of the matching that come from $(\bigcup_{i=1}^{r-1} U_i)$, and then store separately a map that completes the first part to the complete matching. This will allow us to apply the dynamic programming approach. Let

$$\gamma_j := \{(\mathcal{M}, \mathcal{M}_{[r-1]}) \mid \mathcal{M} \text{ is a matching of size } j \text{ in } \mathcal{F}\}.$$ 

In $\gamma_j$, we are merely storing the associations of $\mathcal{M}_{[r-1]}$ with the matchings that they “came from”. Observe that $\gamma_j$ might (by definition) contain multiple entries with the same second coordinate. On the other hand, when the algorithm stores the associations in $\gamma_j$, we will see that it is enough to maintain one maximum weighted entry for each $\mathcal{M}_{[r-1]}$. To this end, we define the function $\tilde{\gamma}_j$ as follows. Let $\preceq$ be an arbitrary total order on the set of all matchings in $\mathcal{F}$. For a set $S \subseteq \bigcup_{i=1}^{r-1} U_i$, we define $\tilde{\gamma}(S)$ as the smallest matching $\mathcal{M}$ (with respect to $\preceq$) among the maximum
### Algorithm 1: Algorithm for \((r, k)\)-WDM

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\mathcal{L}^{(0)} \leftarrow {\emptyset})</td>
</tr>
<tr>
<td>2</td>
<td>for (i \in {1, 2, \ldots, n}) do</td>
</tr>
<tr>
<td>3</td>
<td>Compute Partial solutions (\mathcal{L}^{(i)})</td>
</tr>
<tr>
<td>4</td>
<td>Prune Partial Solutions (\mathcal{L}^{(i)})</td>
</tr>
<tr>
<td>5</td>
<td>if (\exists M \in \mathcal{L}^{(n)}) such that (</td>
</tr>
<tr>
<td>6</td>
<td>return (M)</td>
</tr>
<tr>
<td>7</td>
<td>else</td>
</tr>
<tr>
<td>8</td>
<td>return No</td>
</tr>
</tbody>
</table>

### Algorithm 2: Compute Partial Solutions \(\mathcal{L}^{(i)}\)

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\mathcal{L}^{(i-1)} \leftarrow {M</td>
</tr>
<tr>
<td>2</td>
<td>(\mathcal{R}^{(i-1)}<em>j \leftarrow {M</em>{[r-1]}</td>
</tr>
<tr>
<td>3</td>
<td>(\gamma_j := {(M, M_{[r-1]})</td>
</tr>
<tr>
<td>4</td>
<td>for (j \in {1, \ldots, k}), (S \in \mathcal{F}) such that (S[r] = c_i) do</td>
</tr>
<tr>
<td>5</td>
<td>Compute (\mathcal{R}<em>j(S) \subseteq</em>{\text{maxrep}} \mathcal{R}^{(i-1)}<em>j \cdot {S</em>{[r-1]}}) using Lemma 10.1</td>
</tr>
<tr>
<td>6</td>
<td>(\mathcal{L}^{(i)} \leftarrow \bigcup_{j=1}^{k} \left({\tilde{\gamma}<em>j(M</em>{[r-1]}) \cup S</td>
</tr>
</tbody>
</table>

weighted matchings in the set \(\{M' | (M', S) \in \gamma_j\}\). If \(\tilde{\gamma}_j(S)\) is \(M\), then we say that \(M\) is the matching associated with \(S\). Finally, for a set \(S\) and a matching \(M\), we abuse notation and say that \(M\) is disjoint from \(S\) (notationally, \(M \cap S = \emptyset\)) to mean that \(T \cap S = \emptyset\) for all \(T \in M\).

The module Compute Partial Solutions \(\mathcal{L}^{(i)}\), whose pseudocode is given in Algorithm 2, computes subfamily of matchings of size \(i\) from \(\mathcal{L}^{(i-1)}\) and \(\mathcal{F}\) using Lemma 10.1 to perform an initial pruning of \(\mathcal{L}^{(i)}\) (while computing it from \(\mathcal{L}^{(i-1)}\) and \(\mathcal{F}\)). In Algorithm 2, the collection of sets corresponding to matchings in \(\mathcal{L}^{(i-1)}_j\) are stored in \(\mathcal{R}^{(i-1)}_j\). By computing \(\mathcal{R}_j(S) \subseteq_{\text{maxrep}} \mathcal{R}^{(i-1)}_j \cdot \{S_{[r-1]}\}\) for any set \(S\) such that \(S[r] = c_i\), we are computing a representative family of \(\mathcal{L}^{(i-1)}_j\) \(\cdot S\), which can be recovered from \(\mathcal{R}_j(S)\) using the map \(\tilde{\gamma}_j\). for \(\mathcal{X}^{(i-1)}_j \cdot \{S\}\); then, in the last step, the matchings are recovered from \(\mathcal{R}_j(S)\) via the map \(\tilde{\gamma}_j\).

The pseudocode of the second module, Prune Partial Solutions \(\mathcal{L}^{(i)}\), is given in Algorithm 3. In this module, we compute a representative family for \(\mathcal{L}^{(i)}\). We first partition the set \(\mathcal{L}^{(i)}\) — the part denoted by \(\mathcal{L}^{(i)}_j\) contains all matchings from \(\mathcal{L}^{(i)}\) of size \(j\). Note that this is simply done to ensure uniformity of size. Next, we associate with every matching \(M \in \mathcal{L}^{(i)}_j\), a set that consists of the first \((r - 1)\)
Algorithm 3: Prune Partial Solutions $\mathcal{L}^{(i)}$

1. $\mathcal{R}_0^{(0)} \leftarrow \emptyset$
2. $\mathcal{R}_j^{(0)} \leftarrow \emptyset$, for all $1 \leq j \leq k$
3. $\mathcal{L}_j^{(i)} \leftarrow \{\mathcal{M} \mid \mathcal{M} \in \mathcal{L}^{(i)}, |\mathcal{M}| = j\}$
4. $\mathcal{P}_j^{(i)} \leftarrow \{\mathcal{M}_{[r-1]} \mid \mathcal{M} \in \mathcal{L}_j^{(i)}\}$
5. $\gamma_j := \{\mathcal{M}, \mathcal{M}_{[r-1]} \mid \mathcal{M} \text{ is a matching in } \mathcal{L}_j^{(i)}\}$
6. for $j \in \{0, 1, \ldots, k\}$ do
7. \[
    w' \leftarrow \{(\mathcal{M}_{[r-1]}, w(\tilde{\gamma}_j(\mathcal{M}_{[r-1]}))) \mid \mathcal{M}_{[r-1]} \in \mathcal{P}_j^{(i)}\}
\]
8. Compute $\mathcal{R}_j^{(i)} \subseteq \maxrep_{(r-1)(k-j)} \mathcal{P}_j^{(i)}$ using Theorem 7.3 with $x = \frac{(r-1)j}{2(r-1)k-(r-1)j}$
9. $\mathcal{L}_j^{(i)} \leftarrow \{\tilde{\gamma}_j(\mathcal{M}_{[r-1]}) \mid \mathcal{M}_{[r-1]} \in \mathcal{R}_j^{(i)}\}$
10. $\mathcal{L}^{(i)} \leftarrow \bigcup_{j=0}^{k} \mathcal{L}_j^{(i)}$

indices of every set in $\mathcal{M}$. Recall that this is denoted by $\mathcal{M}_{[r-1]}$. The collection of sets that correspond to matchings in $\mathcal{L}_j^{(i)}$ is denoted by $\mathcal{P}_j^{(i)}$. We use $\gamma_j$ to store the associations between the sets and the original matchings. Note that $\gamma_j$ might have multiple pairs with the same second index and the same weight $w$ for the first index, but this will be irrelevant (it would simply mean that $\mathcal{M}_{[r-1]}$ can be “pulled back” to multiple matchings, each of which would be equally valid). We then define a weight function $w' : \mathcal{P}_j^{(i)} \rightarrow \mathbb{N}$. For all $\mathcal{M}_{[r-1]} \in \mathcal{P}_j^{(i)}$, we set $w'(\mathcal{M}_{[r-1]}) = w(\tilde{\gamma}(\mathcal{M}_{[r-1]}))$. Now, the central step of this module is to compute a max $(r-1)(k-j)$-representative family $\mathcal{R}_j^{(i)}$ for $\mathcal{P}_j^{(i)}$. Once we have the representative family, we revise $\mathcal{L}_j^{(i)}$ to only include the matchings associated with the sets in $\mathcal{R}_j^{(i)}$.

The correctness of the algorithm relies on the fact that at each step, instead of the complete family of partial solutions $\mathcal{Q}^{(i)}$, it suffices to store only a representative family for $\mathcal{Q}^{(i)}$. Also, we will show that the family computed by the algorithm, $\mathcal{L}^{(i)}$, is indeed a representative family for $\mathcal{Q}^{(i)}$. We next prove the following lemma.

**Lemma 10.2.** For all $0 \leq i \leq n$, and $0 \leq j \leq k - 1$, the set $\mathcal{P}_j^{(i)}$ is a max $((r-1)k-(r-1)j)$-representative family for $\mathcal{X}_j^{(i)}$, where $\mathcal{P}_j^{(0)} = \mathcal{R}_j^{(0)}$.

**Proof.** To prove this lemma, we need to show that for all $Y \subseteq U_1 \cup U_2 \cup \ldots \cup U_{r-1}$ such that $|Y| \leq (r-1)(k-j)$, if there exists a set $Z \in \mathcal{X}_j^{(i)}$ such that $Y \cap Z = \emptyset$, then there also exists $Z^* \in \mathcal{P}_j^{(i)}$ such that $Z^* \cap Y = \emptyset$ and $w'(Z^*) \geq w'(Z)$. Recall that in this situation, we say that $Z^*$ is a max $(r-1)(k-j)$-representative for $Z$ with respect to $Y$. The proof is by induction on $i$. The base case is when $i = 0$. 97
Observe that:

\[ P_j^{(0)} = X_j^{(0)} = \begin{cases} \{\emptyset\} & \text{if } j = 0 \\ \emptyset & \text{Otherwise.} \end{cases} \]

Hence \( P_j^{(0)} \) is an \((r-1)(k-j)\)-representative family for \( X_j^{(0)} \) for all \( 0 \leq j \leq k-1 \). The induction hypothesis states that \( P_j^{(i-1)} \) is a max \((r-1)(k-j)\)-representative family for \( X_j^{(i-1)} \), for all \( 0 \leq j \leq k-1 \). We will now show that \( P_j^{(i)} \) is a max \((r-1)(k-j)\)-representative family for \( X_j^{(i)} \), for all \( 0 \leq j \leq k-1 \). Note that the case when \( j = 0 \) is easily handled, since \( \emptyset \in P_0^{(i)} \). For the rest of this proof we assume that \( j \in \{1, \ldots, k-1\} \). Let \( Y \subseteq U_1 \cup U_2 \cup \ldots \cup U_{r-1} \) such that \( |Y| \leq (r-1)(k-j) \), and suppose there exists a set \( Z \in X_j^{(i)} \) such that \( Z \cap Y = \emptyset \). Let \( M^Z \) be the matching associated with \( Z \) and hence \( w'(Z) = w(M^Z) \). Since \( M^Z \) is derived from an element of \( X_j^{(i)} \), note that \( \lambda(M^Z) \leq i \). We distinguish two cases, depending on whether \( M^Z \) contains a set with \( c_i \) as the \( r \)th coordinate.

**Case 1.** \( M^Z \) contains a set with \( c_i \) as the last coordinate.

Let \( S \in M^Z \) be such that \( c_i \in S \). Define the smaller matching \( M^Z \triangleq S := M^Z \setminus S \). Note that \( |M^Z \triangleq S| = j-1 \) and \( \lambda(M^Z \triangleq S) \leq i-1 \). Hence, \( M^Z \triangleq S \in Q_j^{(i-1)} \) and \( M^Z \triangleq S \in X_j^{(i-1)} \). Let \( A = M^Z \triangleq S \). By definition of \( w' \), \( w'(A) \geq w(M^Z \triangleq S) \). Now consider the set \( Y^S = Y \cup S_{[r-1]} \). Note that \( |Y^S| \leq (r-1)(k-j+1) \), since \( |Y| \leq (r-1)(k-j) \). It is also easy to check that \( A \cap Y^S = \emptyset \). By the induction hypothesis, we have that \( P_{j-1}^{(i-1)} \) contains an \((r-1)(k-j+1)\)-representative of \( A \) with respect to \( Y^S \). Let us denote this representative by \( B \). Note that \( B \cap Y^S = \emptyset \) and \( w'(A) \geq w'(B) \) by definition. Since \( R_{j-1}^{(i-1)} \) is an \((r-1)(k-j+1)\)-representative family for \( P_{j-1}^{(i-1)} \), there exists \( C \in R_{j-1}^{(i-1)} \) such that \( C \cap Y^S = \emptyset \) and \( w'(C) \geq w'(B) \geq w'(A) \). Since \( C \cap S_{[r-1]} = \emptyset \), \( C \cup S_{[r-1]} \in R_{j-1}^{(i-1)} \cup S_{[r-1]} \). Note that \( C \cup S_{[r-1]} \) is disjoint from \( Y \). Since \( R_j(S) \subseteq_{\text{max rep}} R_{j-1}^{(i-1)} \cup S_{[r-1]} \), there exists \( D \cup S_{[r-1]} \in R_j(S) \) such that \( D \cup S_{[r-1]} \) is disjoint from \( Y \) and \( w'(D) \geq w'(C) \geq w'(A) \). Let \( M^D \) be the matching associated with \( D \cup S_{[r-1]} \). Since \( D \cup S_{[r-1]} \in R_j(S) \), we have that \( M^D \in L_j^{(i)} \), and thus \( D \cup S_{[r-1]} \in P_j^{(i)} \). Hence \( D \cup S_{[r-1]} \) is the required \((r-1)(k-j)\)-representative with respect to \( Y \).

**Case 2.** \( M^Z \) contains no set with \( c_i \) as the last coordinate.

In this case, we have that \( \lambda(M^Z) \leq i-1 \). Clearly, \( M^Z \) is contained in \( Q_j^{(i-1)} \) and consequently, \( Z = M^Z_{[r-1]} \in X_j^{(i-1)} \). By the induction hypothesis, let \( B \) be the max \((r-1)(k-j)\)-representative for \( Z \) in \( P_j^{(i-1)} \) with respect to \( Y \). So \( B \cap Y = \emptyset \) and \( w'(B) \geq w'(M^Z_{[r-1]}) \geq w(M^Z) = w'(Z) \). Since \( B \in P_j^{(i-1)} \), by the definition of a representative set and Step 15, there exists \( C \in R_j^{(i-1)} \) such that \( C \cap Y = \emptyset \) and
$w'(C) \geq w'(B) \geq w'(Z)$. Since $C \in R_j^{(i-1)}$, the matching associate with $C$, say $M^C$, belongs to $L_j^{(i-1)}$, and $w(M^C) = w'(C)$. Further, since $L_j^{(i)} \supseteq L_j^{(i-1)}$, we have that $M^C$ is also present in $L_j^{(i)}$. This implies that $C = M_{[r-1]}^C \in P_j^{(i)}$. Hence $C$ is the required $(r-1)(k-j)$-representative with respect to $Y$.

Now, by the transitivity of representative family (Lemma 7.1), we get the following lemma.

**Lemma 10.3.** For all $0 \leq i \leq n$, and $0 \leq j \leq k-1$, the set $R_j^{(i)}$ is a max $((r-1)k-(r-1)j)$-representative family for $X_j^{(i)}$.

Observe that any solution constructed by Algorithm 1 is always a valid matching. Therefore, if there is no matching of size $k$, Algorithm 1 always returns No. On the other hand, if given a Yes-instance, we now show that Algorithm 1 always finds a $rD$-Matching of size $k$ with weight at least $W$.

**Lemma 10.4.** Let $(U_1, \ldots, U_r, F, w : F \rightarrow N, k, W)$ be a Yes-instance of $(r,k)$-WDM. Then, Algorithm 1 successfully computes a $rD$-Matching of size $k$ with weight at least $W$.

**Proof.** Let $(U_1, \ldots, U_r, F, w : F \rightarrow N, k, W)$ be a Yes-instance of $(r,k)$-WDM. Let $M$ be a $k$-sized $rD$-Matching in $F$ such that $w(M) \geq W$. Recall that $Q_j^{(i)}$ is the set of all $rD$-Matchings of size $j$ with maximum last index at most $i$, and $X_j^{(i)}$ contains the projections of these matchings on their first $(r-1)$ coordinates. Therefore, $M \in Q_k^{(n)}$ and $M_{[r-1]} \in X_k^{(n)}$. By Lemma 10.2, we have that $R_k^{(n)}$ is a max 0-representative family for $X_k^{(n)}$. Since $R_k^{(n)} \subseteq \maxrep X_k^{(n)}$, we have that $R_k^{(n)}$ contains a 0-representative $Z^*$ for $M_{[r-1]}$ with respect to $\emptyset$. So we have $w'(Z^*) \geq w'(M_{[r-1]})$. Let $M^*$ be the matching associated with $Z^*$. Therefore $w(M^*) = w'(Z^*) \geq w'(M_{[r-1]}) = w(M)$. Therefore, in Step 10 of Algorithm 3, we have that $L^{(n)}$ contains the matching $M^*$, which is then returned as output in Step 6 of Algorithm 1.

**Lemma 10.5.** The running time of Algorithm 1 is bounded by $O(2.619^{(r-1)k}|F| \cdot n \log(n + W))$.

**Proof.** Let $1 \leq i \leq n$ be and $1 \leq j \leq k$ be fixed. First, consider the running time of Step 5 in Algorithm 2. Since $R_j^{(i-1)}$ is derived from $L_j^{(i-1)}$ in the previous iteration of the module Algorithm 3, by Theorem 7.3, we have that

$$|R_j^{(i-1)}| = \left( \frac{(r-1)(2k-j')}{(r-1)j'} \right)^{(r-1)j} \left( \frac{(r-1)(2k-j')}{2(r-1)(k-j')} \right)^{(r-1)(k-j')} 2^{o(rk)}$$
Figure 10.1: A schematic view of the proof of Lemma 10.2 when $r = 3$. It is meant to be read in clockwise order. Note that $B$ is a representative for $A$ with respect to $Y \cup \{S[1], S[2]\}$, and $Z^*$ is a representative for $B \cup S$ with respect to $Y$. This eventually implies that $Z^*$ is a representative for $Z$ with respect to $Y$. 
where $j' = j - 1$. Note that the cardinality of each set in $\mathcal{R}_{j-1}^{(i-1)}$ is $(r-1)(j-1)$. The cardinality of $\mathcal{R}_{j-1}^{(i-1)}$ satisfy the premise of Lemma 10.1. Let $k' = (r-1)k$. Thus, due to Lemma 10.1, the running time of Step 5 in Algorithm 2 is bounded by

$$O \left( 2^\omega(rk) \log(n + W) \cdot \max_{j'' \in [k']} \left\{ \left( \frac{2k' - j''}{j''} \right)^{j''} \left( \frac{2k' - j''}{2k' - 2j''} \right)^{2k' - 2j''} \right\} \right).$$

Now we consider the running time of Step 8 of Algorithm 3 for the fixed $i$ and $j$. Let $x_j = \frac{(r-1)j}{2(r-1)k - (r-1)j}$ and $s_j = x_j^{-(r-1)j}(1 - x_j)^{-(r-1)(k-j)}2^{\omega(k)}$ for all $j$. Since the construction of $\mathcal{R}_j(S)$ in iteration $i$ uses Lemma 10.1, the size of $|\mathcal{R}_j(S)|$ is bounded by $s_j$. Since $\mathcal{L}_j^{(i-1)}$ is a pruned sub family of matching obtained by applying Theorem 7.3 in Step 8 of Algorithm 3 in the iteration $i - 1$, $|\mathcal{L}_j^{(i-1)}|$ is bounded by $s_j$. This implies that the cardinality of $\mathcal{P}_j$ in iteration $i$ is bounded by $O(|\mathcal{F}|s_j)$. Thus by Theorem 7.3, the running time of Step 8 of Algorithm 3 in the iteration $i$ is bounded by

$$O(s_j(1-x_j)^{-(r-1)(k-j)} \cdot \log(n+W)) = O(x_j^{-(r-1)j}(1-x_j)^{-(r-1)(k-j)}2^{\omega(k)} \cdot \log(n+W)).$$

Thus the total running time of Algorithm 1 is bounded by

$$O \left( 2^\omega(rk)|\mathcal{F}| \cdot n \log(n + W) \max_{j'' \in [k']} \left\{ \left( \frac{2k' - j''}{j''} \right)^{j''} \left( \frac{2k' - j''}{2k' - 2j''} \right)^{2k' - 2j''} \right\} \right).$$

The above running time is maximized when $j'' = \left( 1 - \frac{1}{\sqrt{5}} \right) k'$. Thus the total running time is bounded by $O(2.619^{(r-1)k}|\mathcal{F}| \cdot n \log(n + W)).$

Thus we have the following theorem.

**Theorem 10.1.** $(r, k)$-WDM can be solved in deterministic time $O(2.619^{(r-1)k}|\mathcal{F}| \cdot n \log(n + W)).$
Chapter 11

Representative Family
computation for product family

We have seen many dynamic programming algorithms using fast computation of representative families. It is therefore very tempting to ask whether it is possible to compute representative families faster for families that arise naturally in dynamic programs, than for general families. A class of families which often arises in dynamic programs is the class of product families. A family $\mathcal{F}$ is the product of $\mathcal{A}$ and $\mathcal{B}$ if $\mathcal{F} = \{ A \cup B : A \in \mathcal{A}, B \in \mathcal{B} \land A \cap B = \emptyset \}$, that is, $\mathcal{F} = \mathcal{A} \bullet \mathcal{B}$. Product families naturally appear in dynamic programs where sets represent partial solutions and two partial solutions can be combined if they are disjoint. For an example, in the $k$-Path problem partial solutions are vertex sets of paths starting at a particular root vertex $v$, and two such paths may be combined to a longer path if and only if they are disjoint (except for overlapping at $v$). Many other examples exist—essentially product families can be thought of as a subset convolution [10, 11], and the wide applicability of the fast subset convolution technique of Bjorklund et al [16] is largely due to the frequent demand to compute product families in dynamic programs.

In this chapter we give an algorithm for the computation of representative family for a product family in set systems. We give an algorithm which given an integer $q$ and families $\mathcal{A}$, $\mathcal{B}$ of sets of sizes $p_1$ and $p_2$ over a universe of size $n$, computes a $q$-representative family $\mathcal{F}'$ of $\mathcal{F}$. The running time of our algorithm is sublinear in $|\mathcal{F}|$ for many choices of $\mathcal{A}$, $\mathcal{B}$ and $q$ which occur naturally in several dynamic programming algorithms. For example, let $q$, $p_1$, $p_2$ be integers. Let $k = q + p_1 + p_2$ and suppose that we have families $\mathcal{A}$ and $\mathcal{B}$, which are $(k - p_1)$ and $(k - p_2)$-representative families. Then the sizes of these families are roughly $|\mathcal{A}| = \binom{k}{p_1}$ and
\(|B| = \binom{k}{p_2}\). In particular, when \(p_1 = p_2 = \lfloor k/2 \rfloor\) both families are of size roughly \(2^k\), and thus the cardinality of \(\mathcal{F}\) is approximately \(4^k\). On the other hand, for any choice of \(p_1, p_2, k\), our algorithm outputs a \((k - p_1 - p_2)\)-representative family of \(\mathcal{F}\) of size roughly \(\binom{k}{p_1 + p_2}\) in time \(3.8408^k n^{O(1)}\). For many choices of \(p_1, p_2\) and \(q\) our algorithm runs significantly faster than \(3.8408^k n^{O(1)}\). The expression capturing the running time dependence on \(p_1, p_2\) and \(q\) can be found in Theorem 11.1 and Corollary 11.1. This algorithm considerably outperforms the naive approach where one first computes \(\mathcal{F}\) from \(\mathcal{A}\) and \(\mathcal{B}\), and then computes a \(q\)-representative family \(\mathcal{F}'\) from \(\mathcal{F}\). Following is the main theorem in this chapter.

**Theorem 11.1.** Let \(\mathcal{L}_1\) be a \(p_1\)-family of sets and \(\mathcal{L}_2\) be a \(p_2\)-family of sets over a universe \(U\) of size \(n\). Let \(w : 2^U \to \mathbb{N}\) be an additive weight function. Let \(\mathcal{L} = \mathcal{L}_1 \bullet \mathcal{L}_2\) and \(p = p_1 + p_2\). For any \(0 < x_1, x_2 < 1\), there exist \(\hat{\mathcal{L}} \subseteq_{\minrep}^{k-p_1-p_2} \mathcal{L}\) of size \(x_1^p(1 - x_1)^{-(k-p)} \cdot 2^{o(k)} \cdot \log n\) and it can be computed in time

\[
O\left(\frac{z(n, k, W)}{x_1^p(1 - x_1)^q} + \frac{z(n, k, W)}{x_2^p(1 - x_2)^q} + \frac{|\mathcal{L}_1| \cdot z(n, k, W)}{x_1^p(1 - x_1)^q(1 - x_2)^q} + \frac{|\mathcal{L}_2| \cdot z(n, k, W)}{x_1^p(1 - x_1)^q x_2^p}\right),
\]

where \(z(n, k, W) = 2^{o(k)} n \log n \cdot \log W\) and \(W\) is the maximum weight defined by \(w\).

**Proof.** We set \(p = p_1 + p_2\) and \(q = k - p\). To obtain the desired construction we first define an auxiliary graph and then use it to obtain the \(q\)-representative for the product family \(\mathcal{L}\). Recall the definition separating collections from Chapter 7. We first obtain two families of separating collections.

- **Apply Lemma 7.4** for \(0 < x_1 < 1\) and construct a \(n-p-q\)-separating collection \((\mathcal{F}, \chi_\mathcal{F}, \chi'_\mathcal{F})\) of size \(2^{O\left(\frac{p_1 + p_2}{\log(p_1 + p_2 + q)}\right)} \cdot \frac{1}{x_1(1 - x_1)^q} \cdot (p + q)^{O(1)} \log n\) in time linear in the size of \(\mathcal{F}\).

- **Apply Lemma 7.4** for \(0 < x_2 < 1\) and construct a \(n-p_1-p_2\)-separating collection \((\mathcal{H}, \chi_\mathcal{H}, \chi'_\mathcal{H})\) of size \(2^{O\left(\frac{p_1 + p_2}{\log(p_1 + p_2 + q)}\right)} \cdot \frac{1}{x_2(1 - x_2)^q} \cdot (p_1 + p_2)^{O(1)} \log n\) in time linear in the size of \(\mathcal{H}\).

Now we construct a graph \(G = (V, E)\) where the vertex set \(V\) contains a vertex each for sets in \(\mathcal{F} \uplus \mathcal{H} \uplus \mathcal{L}_1 \uplus \mathcal{L}_2\). For clarity of presentation we name the vertices by the corresponding set. Thus, the vertex set \(V = \mathcal{F} \uplus \mathcal{H} \uplus \mathcal{L}_1 \uplus \mathcal{L}_2\). The edge set \(E = E_1 \uplus E_2 \uplus E_3 \uplus E_4\), where each \(E_i\) for \(i \in \{1, 2, 3, 4\}\) is defined as follows (see
Thus $G$ is essentially a 4-partite graph.

**Algorithm.** The construction of $\hat{\mathcal{L}}$ is as follows. For a set $F \in \mathcal{F}$, we call a pair of sets $(A, B)$ cyclic, if $A \in \mathcal{L}_1$, $B \in \mathcal{L}_2$ and there exists $H \in \mathcal{H}$ such that $FAHB$ forms a cycle of length four in $G$. Let $\mathcal{J}(F)$ denote the family of cyclic pairs for a set $F \in \mathcal{F}$ and

$$w_F = \min_{(A,B) \in \mathcal{J}(F)} w(A) + w(B).$$

We obtain the family $\hat{\mathcal{L}}$ by adding $A \cup B$ for every set $F \in \mathcal{F}$ such that $(A, B) \in \mathcal{J}(F)$ and $w(A) + w(B) = w_F$. Indeed, if the family $\mathcal{J}(F)$ is empty then we do not add any set to $\hat{\mathcal{L}}$ corresponding to $F$. The procedure to find the smallest weight $A \cup B$ for any $F$ is as follows. We first mark the vertices of $N_G(F)$ (the neighbors of $F$). Now we mark the neighbors of $\mathcal{P} = (N_G(F) \cap \mathcal{L}_1)$ in $\mathcal{H}$. For every marked vertex $H \in \mathcal{H}$, we associate a set $A$ of minimum weight such that $A \in (\mathcal{P} \cap N_G(H))$. This
can be done sequentially as follows. Let $P = \{S_1, \ldots, S_k\}$. Now iteratively visit the neighbors of $S_i$ in $H$, $i \in [\ell]$, and for each vertex of $H$ store the smallest weight vertex $S \in P$ it has seen so far. After this we have a marked set of vertices in $H$ such that with each marked vertex $H$ in $H$ we stored a smallest weight marked vertex in $L_1$ which is a neighbor of $H$. Now for each marked vertex $B$ in $L_2$, we go through the neighbors of $B$ in the marked set of vertices in $H$ and associate (if possible) a second vertex (which is a minimum weighted marked neighbor from $L_2$) with each marked vertex in $H$. We obtain a pair of sets $(A, B) \in \mathcal{J}(F)$ such that $w(A) + w(B) = w_F$. This can be easily done by keeping a variable that stores a minimum weighted $A \cup B$ seen after every step of marking procedure. Since for each $F \in \mathcal{F}$ we add at most one set to $\mathcal{L}$, the size of $\mathcal{L}$ follows.

**Correctness.** We first show that $\mathcal{L} \subseteq L$. Towards this we only need to show that for every $A \cup B \in \mathcal{L}$ we have that $A \cap B = \emptyset$. Observe that if $A \cup B \in \mathcal{L}$ then there exists a $F \in \mathcal{F}$, $H \in \mathcal{H}$ such that $FAHB$ forms a cycle of length four in the graph $G$. So $H \in \chi_H(A)$ and $H \in \chi_H(B)$. This means $A \subseteq H$ and $B \cap H = \emptyset$. So we conclude $A$ and $B$ are disjoint and hence $\mathcal{L} \subseteq L$. We also need to show that if there exist pairwise disjoint sets $A \in L_1, B \in L_2$, $C \in \binom{[\ell]}{2}$, then there exist $\hat{A} \in L_1, \hat{B} \in \mathcal{L}_2$ such that $\hat{A} \cup \hat{B} \in \mathcal{L}, \hat{A}, \hat{B}, C$ are pairwise disjoint and $w(\hat{A}) + w(\hat{B}) \leq w(A) + w(B)$. By the property of separating collections $(\mathcal{F}, \chi_\mathcal{F}, \chi'_\mathcal{F})$ and $(\mathcal{H}, \chi_\mathcal{H}, \chi'_\mathcal{H})$, we know that there exists $F \in \chi_\mathcal{F}(A) \cap \chi_\mathcal{F}(B) \cap \chi'_\mathcal{H}(C)$, $H \in \chi_\mathcal{H}(A) \cap \chi'_\mathcal{H}(B)$. This implies that $FAHB$ forms a cycle of length four in the graph $G$. Hence in the construction of $\mathcal{L}$, we should have chosen $\hat{A} \in L_1$ and $\hat{B} \in \mathcal{L}_2$ corresponding to $F$ such that $w(\hat{A}) + w(\hat{B}) \leq w(A) + w(B)$ and added to $\mathcal{L}$. So we know that $F \in \chi_\mathcal{F}(\hat{A}) \cap \chi_\mathcal{F}(\hat{B})$. Now we claim that $\hat{A}, \hat{B}$ and $C$ are pairwise disjoint. Since $\hat{A} \cup \hat{B} \in \mathcal{L}, \hat{A} \cap \hat{B} = \emptyset$. Finally, since $F \in \chi_\mathcal{F}(\hat{A}) \cap \chi_\mathcal{F}(\hat{B})$ and $F \in \chi'_\mathcal{F}(C)$, we get $\hat{A}, \hat{B} \subseteq F$ and $F \cap C = \emptyset$ which implies $C$ is disjoint from $\hat{A}$ and $\hat{B}$. This completes the correctness proof.

**Running Time Analysis.** We first consider the time $T_G$ to construct the graph $G$. We can construct $\mathcal{F}$ in time $2^{O\left(\log^k \log x\right)} \cdot \frac{1}{x^2(1-x)^2} \cdot (p + q)^{O(1)} \cdot n \log n$. We can construct $\mathcal{H}$ in time $2^{O\left(\log \log \log x\right)} \cdot \frac{1}{x^2(1-x)^2} \cdot (p_1 + p_2)^{O(1)} \cdot n \log n$. Now to add edges in the graph we do as follows. For each vertex in $L_1 \cup L_2$, we query the data structure created, spending the query time mentioned in Lemma 7.4, and add edges to the
vertices in $\mathcal{F} \cup \mathcal{H}$ from it. So the running time to construct $G$ is,

$$T_G \leq 2^{O\left(\frac{k}{\log \log(k)}\right)} k^{O(1)} n \log n \left(\frac{1}{x_1^p(1-x_1)^q} + \frac{1}{x_2^p(1-x_2)^q} + \frac{|L_1|}{x_1^p(1-x_1)^q} + \frac{|L_2|}{x_2^p(1-x_2)^q} + \frac{|L_1|}{x_2^p(1-x_1)^q} + \frac{|L_2|}{x_1^p(1-x_2)^q}\right).$$

Now we bound the time $T_C$ taken to construct $\hat{L}$ from $G$. To do the analysis we see how many times a vertex $A$ in $L_1 \cup L_2$ is visited. It is exactly equal to the product of the degree of $A$ to $\mathcal{F}$ (denoted by degree$_\mathcal{F}(A)$) and the degree of $A$ to $\mathcal{H}$ (denoted by degree$_\mathcal{H}(A)$). Also note that two weights can be compared in $O(\log W)$ time. Then

$$T_C \leq \log W \left( \sum_{A \in L_1} \text{degree}_\mathcal{F}(A) \cdot \text{degree}_\mathcal{H}(A) + \sum_{A \in L_2} \text{degree}_\mathcal{F}(A) \cdot \text{degree}_\mathcal{H}(A) \right)$$

$$\leq \log W \left( \sum_{A \in L_1} \Delta(\chi, p_1) (n, p, q) \cdot \Delta(\chi, p_2) (n, p_1, p_2) \right)$$

$$\leq 2^{O\left(\frac{k}{\log \log(k)}\right)} k^{O(1)} \log^2 n \log W \left( \frac{|L_1|}{x_1^p(1-x_1)^q(1-x_2)^p} + \frac{|L_2|}{x_2^p(1-x_2)^q(1-x_2^p)} \right).$$

So the total running time $T$ is,

$$T = T_G + T_C$$

$$\leq 2^{O\left(\frac{k}{\log \log(k)}\right)} k^{O(1)} n \log n \cdot \log W \left( \frac{1}{x_1^p(1-x_1)^q} + \frac{1}{x_2^p(1-x_2)^q} + \frac{|L_1|}{x_1^p(1-x_1)^q} + \frac{|L_2|}{x_2^p(1-x_2)^q} \right).$$

This completes the proof of the theorem. \qed

Now we give a ready to use corollary for Theorem 11.1.

**Corollary 11.1.** Let $L_1$ be a $p_1$-family of sets and $L_2$ be a $p_2$-family of sets over a universe $U$ of size $n$. Furthermore, let $w : 2^U \to \mathbb{N}$ be an additive weight function, $|L_1| = \binom{k}{p_1} \cdot 2^{o(k)}$, $|L_2| = \binom{k}{p_2} \cdot 2^{o(k)}$, $L = L_1 \circ L_2$, $p = p_1 + p_2$ and $q = k - p$. There exists $\hat{L} \subseteq_{\text{minrep}} q L$ of size $\binom{k}{p} \cdot 2^{o(k)}$ and it can be computed in time $O(3.8408^{2^{o(k)}} n \log n \cdot \log W)$, where $W$ is the maximum weight defined by $w$.

**Proof.** We apply Theorem 11.1 for $0 < x_1, x_2 < 1$ and find $L' \subseteq_{\text{minrep}} q L$ of cardinality
\[ x_1^{-p}(1 - x_1)^{-q}2^{o(k)} \cdot \log n \text{ in time,} \]

\[ T_1 = \mathcal{O}\left( \frac{z(n, k, W)}{x_1^p(1 - x_1)q^2} + \frac{z(n, k, W)}{x_2^{p_1}(1 - x_2)^p} + \frac{z(n, k, W) \cdot |L_1|}{x_1^{p_1}(1 - x_1)^q x_2^{p_2}} + \frac{z(n, k, W) \cdot |L_2|}{x_1^{p_1}(1 - x_1)^q} \right). \]

Now we apply Corollary 7.1 and get \( \hat{L} \subseteq_{\minrep} L' \) of cardinality \( \binom{k}{p} \cdot 2^{o(k)} \) in time

\[ T_2 = \mathcal{O}\left( x_1^{-p}(1 - x_1)^{-q} \left( \frac{k}{q} \right)^q 2^{o(k)} \cdot \log^2 n \cdot \log W \right). \]

Due to Lemma 7.1, \( \hat{L} \subseteq_{\minrep} L \). Now we choose \( x_1, x_2 \) such that \( T_1 + T_2 \) is minimized.

Let \( z(n, k, W) = 2^{o(k)} n \log n \cdot \log W \) So the total running time \( T \) to construct \( \hat{L} \) is,

\[
T = \min_{x_1, x_2} (T_1 + T_2) \\
= \min_{x_1, x_2} \mathcal{O}\left( \frac{z(n, k, W)}{x_1^p(1 - x_1)^q} + \frac{z(n, k, W) \cdot \binom{k}{p}}{x_2^{p_1}(1 - x_2)^p} + \frac{z(n, k, W) \cdot \binom{k}{p}}{x_1^{p_1}(1 - x_1)^q x_2^{p_2}} + \frac{z(n, k, W) \cdot \binom{k}{q}^q}{x_1^{p_1}(1 - x_1)^q} \right).
\]

The above running time is upper bounded by \( \mathcal{O}(3.8408k^{2}2^{o(k)} n \log n \cdot \log W) \). This completes the proof. \( \square \)
Chapter 12

Multilinear Monomial Detection

In this chapter we give an algorithm for parameterized version of multilinear monomial detection, using fast computation of representative family of a product family.

The problem Multilinear Monomial Detection is defined as follows.

<table>
<thead>
<tr>
<th>Multilinear Monomial Detection (k-MlD)</th>
<th>Parameter: k</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An arithmetic circuit $C$ over $\mathbb{Z}^+$ representing a polynomial $P(X)$ over $\mathbb{Z}^+$.</td>
<td></td>
</tr>
<tr>
<td><strong>Question:</strong> Does $P(X)$ construed as a sum of monomials contain a multilinear monomial of degree $k$?</td>
<td></td>
</tr>
</tbody>
</table>

It is well known that we can replace any arithmetic circuit $C$ with an equivalent circuit with fan-in two for all the internal nodes with quadratic blow up in the size. For an example, by replacing each node of in-degree greater than 2, with at most $s(C)$ many nodes of the same label and in-degree 2, we can convert a circuit $C$ to a circuit $C'$ of size $s(C') = s(C)^2$. So from now onwards we always assume that we are given a circuit of this form. We assume $W$ be the maximum weight defined by $w$.

Multilinear Monomial Detection is the central problem in the algebraic approach of Koutis and Williams for designing fast parameterized algorithms [80, 81, 82, 119]. The idea behind the approach is to translate a given problem into the language of algebra by reducing it to the problem of deciding whether a constructed polynomial has a multilinear monomial of degree $k$. As it is mentioned implicitly by Koutis in [80], $k$-MLD can be solved in time $(2e)^kn^{O(1)}$, where $n$ is the input length, by making use of color coding. The color coding technique of Alon, Yuster and Zwick [4] is a fundamental and widely used technique in the design of parameterized algorithms.
eterized algorithms. It appeared that most of the problems solvable by making use of color coding can be reduced to a multilinear monomial testing. Williams [119] gave a randomized algorithm solving $k$-MlD in time $2^k n^{O(1)}$. The algorithms based on the algebraic method of Koutis-Williams provide a dramatic improvement for a number of fundamental problems [19, 17, 56, 67, 80, 81, 82, 119].

The advantage of the algebraic approach over color coding is that for a number of parameterized problems, the algorithms based on this approach have much better exponential dependence on the parameter. On the other hand color coding based algorithms admit direct derandomization [4] and are able to handle integer weights with running time overhead poly-logarithmic in the weights. Obtaining deterministic algorithms matching the running times of the algebraic methods, but sharing these nice features of color coding remain a challenging open problem.

Our deterministic algorithm for $k$-$\text{MlD}$ is the first non-trivial step towards resolving this problem. In fact, our algorithm solves a weighted version of $k$-$\text{MlD}$, where the elements of $X$ are assigned weights and the task is to find a $k$-multilinear term with minimum weight. In the weighted version of $k$-$\text{MlD}$ in addition to an arithmetic circuit $C$ over variables $X = \{x_1, x_2, \ldots, x_n\}$ representing a polynomial $P(X)$ over $\mathbb{Z}^+$, we are also given an additive weight function $w : 2^X \rightarrow \mathbb{N}$ as an oracle. The task is that if there exists a $k$-multilinear term then find one with minimum weight. We call the weighted variant by $k$-$\text{wMlD}$. The running time of our deterministic algorithm is $\mathcal{O}(3.8408^{k}2^o(k)s(C)n \log n \cdot \log W)$, where $s(C)$ is the size of the circuit and $W$ is the maximum weight of an element from $X$.

**Theorem 12.1.** $k$-$\text{wMlD}$ can be solved in time $\mathcal{O}(3.8408^{k}2^o(k)s(C)n \log n \cdot \log W)$.

**Proof.** An arithmetic circuit $C$ over $\mathbb{Z}^+$ with all leaves labelled from $X \cup \mathbb{Z}^+$ will represent sum of monomials with positive integer coefficients. With each multilinear term $\Pi_{j=1}^{l}x_{i_j}$ we associate a set $\{x_{i_1}, \ldots, x_{i_l}\} \subseteq X$. With any polynomial we can associate a family of subsets of $X$ which corresponds to the set of multilinear terms in it. Since $C$ is a directed acyclic graph, there exists a topological ordering $\pi = v_{i_1}, \ldots, v_{i_n}$, such that all the nodes corresponding to variables appear before any other gate and for every directed arc $uv$ we have that $u \prec_{\pi} v$. For a node $v_{i}$ of the circuit let $P_i(X)$ be the multivariate polynomial represented by the subcircuit containing all the nodes $w$ such that $w \leq_{\pi} v_{i}$. At every node we keep a family $\mathcal{F}_{v_{i}}$ of $j$-multilinear term, where $j \in \{1, \ldots, k\}$. Let $\mathcal{F}_{v_{i}} = \bigcup_{z=1}^{k} \mathcal{F}_{v_{i}}^{x}$. Given a circuit $C$, if we compute associated family of subsets of $X$ for each node we can answer the question of having a $k$-multilinear term of minimum weight in the polynomial
computed by \( C \). But the size of the family of subsets could be exponential in \( n \), the number of variables. That is, the size of \( \mathcal{F}_{v_i} \) could be \( \binom{n}{j} \). So instead of storing all subsets, we store a representative family for the associated family of subsets of each node. That is, we store \( \hat{\mathcal{F}}_{v_i} \subseteq_{\text{minrep}} \mathcal{F}_{v_i} \). The correctness of this step follows from the definition of \( k - j \)-representative family.

We make a dynamic programming algorithm to detect a multilinear monomial of order \( k \) as follows. Our algorithm goes from left to right following the ordering given by \( \pi \) and computes \( \mathcal{F}_{v_i} \) from the families previously computed. The algorithm computes an appropriate representative family corresponding to each node of \( C \). We show that we can compute a representative family \( \mathcal{F}_{v} \) associated with any node \( v \), where the number of subsets with \( p \) elements in \( \mathcal{F}_{v} \) is at most \( \binom{k}{p}2^{o(k)} \). When \( v \) is an input node then the associated family contains only one set. That is, if \( v \) is labelled with \( x_i \) then \( \mathcal{F}_{v_i} = \{ \{ x_i \} \} \) and if \( v \) is labelled from \( \mathbb{Z}^+ \) then \( \mathcal{F}_{v} = \{ \emptyset \} \). When \( v \) is not an input node, then we have two cases.

### Addition Gate. \( v = v_1 + v_2 \)

Due to the left to right computation in the topological order, we have a representative families \( \mathcal{F}_{v_1} \) and \( \mathcal{F}_{v_2} \) for \( v_1 \) and \( v_2 \) respectively, where the number of subsets with \( p \) elements in \( \mathcal{F}_{v_1} \) as well as in \( \mathcal{F}_{v_2} \) will be at most \( \binom{k}{p}2^{o(k)} \). The representative family corresponding to \( v \) will be the representative family of \( \mathcal{F}_{v_1} \cup \mathcal{F}_{v_2} \). We partition \( \mathcal{F}_{v_1} \cup \mathcal{F}_{v_2} \) based on the size of subsets in it. Let \( \mathcal{F}_{v_1} \cup \mathcal{F}_{v_2} = \bigcup_{p \leq k} \mathcal{H}_p \), where \( \mathcal{H}_p \) contains all subsets of size \( p \) in \( \mathcal{F}_{v_1} \cup \mathcal{F}_{v_2} \). Note that \( |\mathcal{H}_p| \leq 2^{\binom{k}{p}}2^{o(k)} \). Now using Corollary 7.1, we can compute all \( \hat{\mathcal{H}}_p \subseteq_{\text{minrep}} \mathcal{H}_p \) in time

\[
O \left( 2^{o(k)} \log n \cdot \log W \cdot \sum_{p<k} \left\{ 2^{\binom{k}{p}} \cdot \left( \frac{k}{k-p} \right)^{k-p} \right\} \right)
\]

where \( W \) is the maximum weight defined by weight function \( w \). The above running time is upper bounded by \( O(2.851k^22^{o(k)} \log n \log W) \). We output \( \bigcup_{p \leq k} \hat{\mathcal{H}}_p \) as the representative family corresponding to the node \( v \). By Corollary 7.1, \( |\hat{\mathcal{H}}_p| \leq \binom{k}{p}2^{o(k)} \) and hence the number of subsets with \( p \) elements in the representative family corresponding to \( v \) is at most \( \binom{k}{p}2^{o(k)} \).

### Multiplication Gate. \( v = v_1 \times v_2 \)

Similar to the previous case we have a representative families \( \mathcal{F}_{v_1} \) and \( \mathcal{F}_{v_2} \) for \( v_1 \) and \( v_2 \) respectively, where the number of subsets with \( p \) elements in \( \mathcal{F}_{v_1} \) as well as in \( \mathcal{F}_{v_2} \), is at most \( \binom{k}{p}2^{o(k)} \). Here, the representative family
corresponding to \( v \) will be the representative family of \( F_{v_1} \cdot F_{v_2} \). The idea is to get representative families using Corollary 11.1 for different values of \( p_1 \) and \( p_2 \). We have that

\[
F_{v_1} \cdot F_{v_2} = \bigcup_{p_1, p_2} F_{v_1}^{p_1} \cdot F_{v_2}^{p_2},
\]

where \( F_{v_i}^{p_i} \) contains all the subsets of size \( p_i \) in \( F_{v_i} \). We know that \( |F_{v_i}^{p_i}| \leq (k^p)^{2^{2^{\alpha(k)}}} \). Now by using Corollary 11.1, we compute \( F_{v_1}^{p_1} \cdot F_{v_2}^{p_2} \subseteq_{\text{minrep}} F_{v_1}^{p_1} \cdot F_{v_2}^{p_2} \) of size \( (\binom{k}{p_1+p_2}) \cdot 2^{2^{\alpha(k)}} \) for all \( p_1, p_2 \) such that \( p_1 + p_2 \leq k \). Let \( q = k - p_1 - p_2 \), then all these computations can be done in time

\[
\sum_{p_1, p_2} O(3.8408^k 2^{2^{\alpha(k)}} n \log n \cdot \log W) = O(3.8408^k 2^{2^{\alpha(k)}} n \log n \cdot \log W).
\]

We output \( \bigcup_{p_1, p_2} F_{v_1}^{p_1} \cdot F_{v_2}^{p_2} \) as the representative family corresponding to the node \( v \). Note that the number of sets of size \( p \) in \( \bigcup_{p_1, p_2} F_{v_1}^{p_1} \cdot F_{v_2}^{p_2} \) is bounded by \( k \cdot (\binom{k}{p}) 2^{2^{\alpha(k)}} \leq (k) 2^{2^{\alpha(k)}} \).

Now we output a minimum weight set of size \( k \) (if exists) among the representative family corresponding to the root node, otherwise we output No. Since there are \( s(C) \) nodes in \( C \), the total running time is bounded by \( O(3.8408^k 2^{2^{\alpha(k)}} s(C)n \log n \cdot \log W) \). This completes the proof. \( \square \)
Part III

Representative Family in Linear Matroids
Chapter 13

Computing Representative Family in Linear Matroids

The notion of representative family can be extended to matroids. Let \( M = (E, \mathcal{I}) \) be a matroid and let \( S = \{S_1, \ldots, S_t\} \) be a \( p \)-family of subsets of \( E \). A subfamily \( \hat{S} \subseteq S \) is \( q \)-representative for \( S \) if for every set \( Y \subseteq E \) of size at most \( q \), if there is a set \( X \in S \) disjoint from \( Y \) with \( X \cup Y \in \mathcal{I} \), then there is a set \( \hat{X} \in \hat{S} \) disjoint from \( Y \) and \( \hat{X} \cup Y \in \mathcal{I} \). In other words, if a set \( Y \) of size at most \( q \) can be extended to an independent set of size \( |Y| + p \) by adding a subset from \( S \), then it also can be extended to an independent set of size \( |Y| + p \) by adding a subset from \( \hat{S} \) as well. We can easily show that the Lemmata 7.1, 7.2 and 7.3 also holds for representative families in matroids. In this chapter we give a fast algorithm for computing representative families and in subsequent chapters of this Part we show how they can be used to obtain improved parameterized and exact exponential algorithms for several fundamental and well studied problems. We prove the following theorem.

**Theorem 13.1.** Let \( M = (E, \mathcal{I}) \) be a linear matroid of rank \( p+q = k \) given together with its representation matrix \( A_M \) over a field \( \mathbb{F} \). Let \( S = \{S_1, \ldots, S_t\} \) be a family of independent sets of size \( p \). Then a \( q \)-representative family \( \hat{S} \subseteq S \) for \( S \) with at most \( \binom{p+q}{p} \) sets can be found in \( O \left( \left( \binom{p+q}{p} \right) t p^\omega + t \binom{p+q}{q}^{\omega-1} \right) \) operations over \( \mathbb{F} \). Here, \( \omega < 2.373 \) is the matrix multiplication exponent.

Actually, we will prove a variant of Theorem 13.1 which allows sets to have weights. The notion of weighted variant of representative family can be extend to matroids as well.
Definition 13.1 (Min/Max q-Representative Family). Given a matroid $M = (E, \mathcal{I})$, a family $S$ of subsets of $E$ and a non-negative weight function $w : S \rightarrow \mathbb{N}$, we say that a subfamily $\hat{S} \subseteq S$ is min q-representative (max q-representative) for $S$ if the following holds: for every set $Y \subseteq E$ of size at most $q$, if there is a set $X \in S$ disjoint from $Y$ with $X \cup Y \in \mathcal{I}$, then there is a set $\hat{X} \in \hat{S}$ disjoint from $Y$ with

1. $\hat{X} \cup Y \in \mathcal{I}$; and
2. $w(\hat{X}) \leq w(X)$ ($w(\hat{X}) \geq w(X)$).

We use $\hat{S} \subseteq^q_{\text{minrep}} S$ ($\hat{S} \subseteq^q_{\text{maxrep}} S$) to denote a min q-representative (max q-representative) family for $S$.

In this chapter we prove the following theorem.

Theorem 13.2. Let $M = (E, \mathcal{I})$ be a linear matroid of rank $p + q = k$, $S = \{S_1, \ldots, S_t\}$ be a $p$-family of independent sets and $w : S \rightarrow \mathbb{N}$ be a non-negative weight function. Then there exists $\hat{S} \subseteq^q_{\text{minrep}} S$ ($\hat{S} \subseteq^q_{\text{maxrep}} S$) of size $(\binom{p+q}{p})$. Moreover, given a representation $A_M$ of $M$ over a field $F$, we can find $\hat{S} \subseteq^q_{\text{minrep}} S$ ($\hat{S} \subseteq^q_{\text{maxrep}} S$) of size at most $(\binom{p+q}{p})$ in $O\left(\binom{p+q}{p} tp^2 + t(\binom{p+q}{q})^{\omega-1}\right)$ operations over $F$.

The proof for Theorem 13.2 is obtained by making the known exterior algebra based proof of Lovász [87, Theorem 4.8] algorithmic. For our proof we also need the following well-known generalized Laplace expansion of determinants. For a matrix $A = (a_{ij})$, the row set and the column set are denoted by $R(A)$ and $C(A)$ respectively. For $I \subseteq R(A)$ and $J \subseteq C(A)$, $A[I, J] = (a_{ij} | i \in I, j \in J)$ means the submatrix (or minor) of $A$ with the row set $I$ and the column set $J$. For $I \subseteq [n]$ let $\bar{I} = [n] \setminus I$ and $\sum I = \sum_{i \in I} i$.

Proposition 13.1 (Generalized Laplace expansion). For an $n \times n$ matrix $A$ and $J \subseteq C(A) = [n]$, it holds that

$$\det(A) = \sum_{I \subseteq [n], |I|=|J|} (-1)^{\sum I + \sum J} \det(A[I, J]) \det(A[\bar{I}, J]).$$

We refer to [99, Proposition 2.1.3] for a proof of the above identity. We always assume that the number of rows in the representation matrix $A_M$ of $M$ over a field $F$ is equal to $\text{rank}(M) = \text{rank}(A_M)$. Otherwise, using Gaussian elimination we can
obtain a matrix of the desired kind in polynomial time. See [93, Proposition 3.1] for details.

**Proof of Theorem 13.2.** We only show how to find $\hat{S} \subseteq_{\text{minrep}} S$ in the claimed running time. The proof for $\hat{S} \subseteq_{\text{maxrep}} S$ is analogous, and for that case we only point out the places where the proof differs. If $t \leq \binom{k}{p}$, then we can take $\hat{S} = S$. Clearly, in this case $\hat{S} \subseteq_{\text{minrep}} S$. So from now onwards we always assume that $t > \binom{k}{p}$. For the proof we view the representation matrix $A_M$ as a vector space over $F$ and each set $S_i \in S$ as a subspace of this vector space. For every element $e \in E$, let $x_e$ be the corresponding $k$-dimensional column in $A_M$. Observe that each $x_e \in F^k$. For each subspace $S_i \in S$, $i \in \{1, \ldots, t\}$, we associate a vector $\vec{s}_i = \bigwedge_{j \in S_i} x_j$ in $\mathbb{R}^{\binom{k}{p}}$ as follows. In exterior algebra terminology, the vector $\vec{s}_i$ is a wedge product of the vectors corresponding to elements in $S_i$. For a set $S \in S$ and $I \in \binom{[k]}{p}$, we define $s[I] = \det(A_M[I, S])$.

We also define

$$\vec{s}_i = (s[I])_{I \in \binom{[k]}{p}}.$$  

Thus the entries of the vector $\vec{s}_i$ are the values of $\det(A_M[I, S_i])$, where $I$ runs through all the $p$ sized subsets of rows of $A_M$.

Let $H_S = (\vec{s}_1, \ldots, \vec{s}_t)$ be the $\binom{k}{p} \times t$ matrix obtained by taking $\vec{s}_i$ as columns. Now we define a weight function $w' : C(H_S) \to \mathbb{R}^+$ on the set of columns of $H_S$. For the column $\vec{s}_i$ corresponding to $S_i \in S$, we define $w'(\vec{s}_i) = w(S_i)$. Let $\mathcal{W}$ be a set of columns of $H_S$ that are linearly independent over $F$, the size of $\mathcal{W}$ is equal to the rank($H_S$) and is of minimum total weight with respect to the weight function $w'$. That is, $\mathcal{W}$ is a minimum weight column basis of $H_S$. Since the row-rank of a matrix is equal to the column-rank, we have that $|\mathcal{W}| = \text{rank}(H_S) \leq \binom{k}{p}$. We define $\hat{S} = \{S_\alpha \mid \vec{s}_\alpha \in \mathcal{W}\}$. Let $|\hat{S}| = \ell$. Because $|\mathcal{W}| = |\hat{S}|$, we have that $\ell \leq \binom{k}{p}$.

Without loss of generality, let $\hat{S} = \{S_i \mid 1 \leq i \leq \ell\}$ (else we can rename these sets) and $\mathcal{W} = \{\vec{s}_1, \ldots, \vec{s}_\ell\}$. The only thing that remains to show is that indeed $\hat{S} \subseteq_{\text{minrep}} S$.

Let $S_\beta \in S$ be such that $S_\beta \notin \hat{S}$. We show that if there is a set $Y \subseteq E$ of size at most $q$ such that $S_\beta \cap Y = \emptyset$ and $S_\beta \cup Y \in \mathcal{I}$, then there exists a set $\hat{S}_\beta \in \hat{S}$ disjoint from $Y$ with $\hat{S}_\beta \cup Y \in \mathcal{I}$ and $w(\hat{S}_\beta) \leq w(S_\beta)$. Let us first consider the case $|Y| = q$. Since $S_\beta \cap Y = \emptyset$, it follows that $|S_\beta \cup Y| = p + q = k$. Furthermore, since $S_\beta \cup Y \in \mathcal{I}$, we have that the columns corresponding to $S_\beta \cup Y$ in $A_M$ are linearly independent over $F$; that is, $\det(A_M[R(A_M), S_\beta \cup Y]) \neq 0$. 
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Recall that, $\vec{s}_\beta = (s_\beta[I])_{I \in \binom{[k]}{p}}$, where $s_\beta[I] = \det(A_M[I, S_\beta])$. Similarly we define $y[L] = \det(A_M[L, Y])$ and 
$$\vec{y} = (y[L])_{L \in \binom{[q]}{q}}.$$ 

Let $\sum J = \sum_{j \in S_\beta} J$. Define 
$$\gamma(\vec{s}_\beta, \vec{y}) = \sum_{I \in \binom{[k]}{p}} (-1)^{\sum I + \sum J} s_\beta[I] \cdot y[I].$$ 

Since $\binom{k}{p} = \binom{k}{k-p} = \binom{k}{k}$ the above formula is well defined. Observe that by Proposition 13.1, we have that $\gamma(\vec{s}_\beta, \vec{y}) = \det(A_M[\mathbf{R}(A_M), S_\beta \cup Y]) \neq 0$. We also know that $\vec{s}_\beta$ can be written as a linear combination of vectors in $W = \{\vec{s}_1, \vec{s}_2, \ldots, \vec{s}_\ell\}$. That is, $\vec{s}_\beta = \sum_{i=1}^\ell \lambda_i \vec{s}_i$, $\lambda_i \in \mathbb{F}$, and for some $i$, $\lambda_i \neq 0$. Thus, 
$$\gamma(\vec{s}_\beta, \vec{y}) = \sum_{I} (-1)^{\sum I + \sum J} s_\beta[I] \cdot y[I]$$
$$= \sum_{I} (-1)^{\sum I + \sum J} \left( \sum_{i=1}^\ell \lambda_i s_i[I] \right) y[I]$$
$$= \sum_{i=1}^\ell \lambda_i \left( \sum_{I} (-1)^{\sum I + \sum J} s_i[I] y[I] \right)$$
$$= \sum_{i=1}^\ell \lambda_i \det(A_M[\mathbf{R}(A_M), S_i \cup Y]) \quad (\text{by Proposition 13.1})$$

Define 
$$\sup(S_\beta) = \left\{ S_i \mid S_i \in \hat{S}, \lambda_i \det(A_M[\mathbf{R}(A_M), S_i \cup Y]) \neq 0 \right\}.$$ 

Since $\gamma(\vec{s}_\beta, \vec{y}) \neq 0$, we have that $\left( \sum_{i=1}^\ell \lambda_i \det(A_M[\mathbf{R}(A_M), S_i \cup Y]) \right) \neq 0$ and thus $\sup(S_\beta) \neq \emptyset$. Observe that for all $S \in \sup(S_\beta)$ we have that $\det(A_M[\mathbf{R}(A_M), S \cup Y]) \neq 0$ and thus $S \cup Y \in \mathcal{I}$. We now show that $w(S) \leq w(S_\beta)$ for all $S \in \sup(S_\beta)$.

**Claim 13.1.** For all $S \in \sup(S_\beta)$, $w(S) \leq w(S_\beta)$.

**Proof.** For a contradiction assume that there exists a set $S_j \in \sup(S_\beta)$ such that $w(S_j) > w(S_\beta)$. Let $\vec{s}_j$ be the vector corresponding to $S_j$ and $\mathcal{W}' = (\mathcal{W} \cup \{\vec{s}_j\}) \setminus \{\vec{s}_\beta\}$. Since $w(S_j) > w(S_\beta)$, we have that $w(\vec{s}_j) > w(\vec{s}_\beta)$ and thus $w'(\mathcal{W}) > w'(\mathcal{W}')$. Now we show that $\mathcal{W}'$ is also a column basis of $H_S$. This will contradict our assumption that $\mathcal{W}$ is a minimum weight column basis of $H_S$. Recall that $\vec{s}_\beta = \sum_{i=1}^\ell \lambda_i \vec{s}_i$, $\lambda_i \in \mathbb{F}$. Since $S_j \in \sup(S_\beta)$, we have that $\lambda_j \neq 0$. Thus $\vec{s}_j$ can be written as linear
combination of vectors in $W'$. That is,

$$
\vec{s}_j = \lambda_0 \vec{s}_0 + \sum_{i=1, i \neq j}^\ell \lambda_i' \vec{s}_i.
$$

(13.1)

Also every vector $\vec{s}_\gamma \notin W$ can be written as a linear combination of vectors in $W$

$$
\vec{s}_\gamma = \sum_{i=1}^\ell \delta_i \vec{s}_i, \quad \delta_i \in \mathbb{F}.
$$

(13.2)

By substituting (13.1) into (13.2), we conclude that every vector can be written as a linear combination of vectors in $W'$, This shows that $W'$ is also a column basis of $H_S$, a contradiction proving the claim.

Claim 13.1 and the discussions preceding above it show that we could take any set $S \in \text{sup}(S_\beta)$ as the desired $\hat{S}_\beta \in \hat{S}$. Also, since det$(A_M[R(A_M), S \cup Y]) \neq 0$, we have that $S \cap Y = \emptyset$. This shows that indeed $\hat{S} \subseteq q_{\minrep} S$ for each $Y$ of size $q$. This completes the proof for the case $|Y| = q$.

Suppose that $|Y| = q' < q$. Since $M$ is a matroid of rank $k = p + q$, there exists a superset $Y' \in \mathcal{I}$ of $Y$ of size $q$ such that $S_\beta \cap Y' = \emptyset$ and $S_\beta \cup Y' \in \mathcal{I}$. This implies that there exists a set $\hat{S} \in \hat{S}$ such that det$(A_M[R(A_M), \hat{S} \cup Y']) \neq 0$ and $w(\hat{S}) \leq w(S)$. Thus the columns corresponding to $\hat{S} \cup Y$ are linearly independent.

We now consider the running time of the algorithm. To make the above proof algorithmic we need to

(a) compute determinants and

(b) apply fast Gaussian elimination to find a minimum weight column basis.

It is well known that one can compute the determinant of a $n \times n$ matrix in time $O(n^\omega)$ [25]. For a rectangular matrix $A$ of size $d \times n$ (with $d \leq n$), Bodlaender et al. [23] outline an algorithm computing a minimum weight column basis in time $O(nd^{\omega-1})$. Thus given a $p$-family of independent sets $S$ we can construct the matrix $H_S$ as follows. For every set $S_i$, we first compute $\vec{s}_i$. To do this we compute det$(A_M[I, S_i])$ for every $I \in \binom{[k]}{p}$. This can be done in time $O(\binom{p+q}{p})^{p\omega}$. Thus, we can obtain the matrix $H_S$ in time $O(\binom{p+q}{p} t^{p\omega})$. Given matrix $H_S$ we can find a minimum weight column basis $W$ of $H_S$ in time $O(t^{(p+q)\omega-1})$. Given $W$, we can easily recover $\hat{S}$. Thus, we can compute $\hat{S} \subseteq q_{\minrep} S$ in $O \left( \binom{p+q}{p} t^{p\omega} + t^{(p+q)\omega-1} \right)$ field operations.
This concludes the proof for finding $\hat{S} \subseteq_q \text{minrep} \ S$. To find $\hat{S} \subseteq_q \text{maxrep} \ S$, the only change we need to do in the algorithm for finding $\hat{S} \subseteq_q \text{minrep} \ S$ is to find a maximum weight column basis $W$ of $H_S$. This concludes the proof.

In Theorem 13.2 we assumed that $\text{rank}(M) = p + q$. However, one can obtain a similar result even when $\text{rank}(M) > p + q$ by computing the representation matrix of a $k$-truncation of $M = (E, I)$ using Lemma 4.2.

**Theorem 13.3 ([85]).** Let $M = (E, I)$ be a linear matroid of rank $n$ and let $S = \{S_1, \ldots, S_t\}$ be a family of independent sets, each of size $b$. Let $A$ be an $n \times |E|$ matrix representing $M$ over a field $F$, where $F = F_{p^e}$ or $F$ is $\mathbb{Q}$. Then there is deterministic algorithm which computes a representative set $\hat{S} \subseteq_q \text{rep} \ S$ of size at most $nb\binom{b+q}{b}$, using $O\left(b^{b+q}\binom{b+q}{b} n^2 + t\binom{b+q}{b} n^{\omega-1} \right) + O\left(n + |E|\right)$ operations over the field $F$.

A proof of Theorem 13.3 can be found in [85].
Chapter 14

Minimum Equivalent Graph

In this chapter we show that representative families can be used to design exact exponential algorithms as well. For a given digraph $D$, a subdigraph $D'$ of $D$ is said to be an equivalent subdigraph of $D$ if for any pair of vertices $u, v \in V(D)$ if there is a directed path in $D$ from $u$ to $v$ then there is also a directed path from $u$ to $v$ in $D'$. That is, reachability of vertices in $D$ and $D'$ is same. In this section we study a problem where given a digraph $D$ the objective is to find an equivalent subdigraph of $D'$ of $D$ with as few arcs as possible. Equivalently, the objective is to remove the maximum number of arcs from a digraph $D$ without affecting its reachability. More precisely the problem we study is as follows.

**Minimum Equivalent Graph (MEG)**

<table>
<thead>
<tr>
<th><strong>Input:</strong></th>
<th>A directed graph $D$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Task:</strong></td>
<td>Find an equivalent subdigraph of $D$ with the minimum number of arcs.</td>
</tr>
</tbody>
</table>

**Previous Work.** MEG is a classical NP-hard problem generalizing the Hamiltonian Cycle problem, see Chapter 12 of the book [7] for an overview of combinatorial and algorithmic results on MEG. The algorithmic studies of MEG can be traced to the work of Moyles and Thompson [98] from 1969, who gave a (non-trivial) branching algorithm solving MEG in time $O(n!)$. In 1975, Hsu in [70] discovered a mistake in the algorithm of Moyles and Thompson, and designed a different branching algorithm for this problem. Martello [90] and Martello and Toth [91] gave another branching based algorithm with running time $O(2^n)$.

As it was already observed by Moyles and Thompson [98] the hardest instances of MEG are strong digraphs. A digraph is strong if for every pair of vertices $u \neq v$, there are directed paths from $u$ to $v$ and from $v$ to $u$. MEG restricted to strong...
digraphs is known as the MINIMUM SCSS (strongly connected spanning subgraph) problem. It is known that the MEG problem reduces in linear time to MINIMUM SCSS, see e.g. [36].

**Our Result.** We show that MEG is solvable in time $O(2^{4\omega}mn)$, where $n$ is the number of vertices and $m$ is the number of arcs in $D$.

### 14.1 Algorithm for MEG

The following proposition is due to Moyles and Thompson [98], see also [7, Sections 2.3], reduces the problem of finding a minimum equivalent subdigraph of an arbitrary $D$ to a strong digraph.

**Proposition 14.1.** Let $D$ be a digraph on $n$ vertices with strongly connected components $C_1,\ldots,C_r$. Given a minimum equivalent subdigraph $C'_i$ for each $C_i$, $i \in [r]$, one can obtain a minimum equivalent subdigraph $D'$ of $D$ containing each of $C'_i$ in $O(n^\omega)$ time.

Observe that for a strong digraph $D$ any equivalent subdigraph is also strong. By Proposition 14.1, MEG reduces to the following problem.

<table>
<thead>
<tr>
<th><strong>MINIMUM STRONGLY CONNECTED SPANNING SUBGRAPH (MINIMUM SCSS)</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A strongly connected directed graph $D$</td>
</tr>
<tr>
<td><strong>Task:</strong> Find a strong spanning subdigraph of $D$ with the minimum number of arcs.</td>
</tr>
</tbody>
</table>

A digraph $T$ is an *out-tree* (an *in-tree*) if $T$ is an oriented tree with just one vertex $s$ of in-degree zero (out-degree zero). The vertex $s$ is the root of $T$. If an out-tree (in-tree) $T$ is a spanning subdigraph of $D$, $T$ is called an *out-branching* (an *in-branching*). We use the notation $B^+_s$ ($B^-_s$) to denote an out-branching (in-branching) rooted at $s$ of the digraph.

It is known that a digraph is strong if and only if it contain an out-branching and an in-branching rooted at some vertex $v \in V(D)$ [7, Proposition 12.1.1].

**Proposition 14.2.** Let $D$ be a strong digraph on $n$ vertices, let $v$ be an arbitrary vertex of $V(D)$, and $\ell \leq n - 2$ be a natural number. Then there exists a strong spanning subdigraph of $D$ with at most $2n - 2 - \ell$ arcs if and only if $D$ contains an
in-branching $B_v^-$ and an out-branching $B_v^+$ with root $v$ so that $|A(B_v^+) \cap A(B_v^-)| \geq \ell$ (that is, they have at least $\ell$ common arcs).

Proposition 14.2 implies that the MINIMUM SCSS problem is equivalent to finding, for an arbitrary vertex $v \in V(D)$, an out-branching $B_v^+$ and an in-branching $B_v^-$ that maximizes $|A(B_v^+) \cap A(B_v^-)|$. For our exact algorithm for MINIMUM SCSS we implement this equivalent version using representative sets.

Let $D$ be a strong digraph and $s \in V(D)$ be a fixed vertex. By $D_s^-$ we denote the digraph $D - \text{Out}_D(s)$, i.e., the digraph obtained from $D$ by deleting the arcs in $\text{Out}_D(s)$. Similarly, by $D_s^+$ we denote the digraph $D - \text{In}_D(s)$.

First we construct four matroids. Recall that $U(D)$ denote the underlying undirected graph of $D$. The first two matroids $M_1 = (E_1, \mathcal{I}_1)$, $M_2 = (E_2, \mathcal{I}_2)$ are the graphic matroids on $U(D)$. Observe that

\[
A(D_s^+) = \bigoplus_{v \in V(D_s^+)} \text{In}_{D_s^+}(v) \quad \text{and} \quad A(D_s^-) = \bigoplus_{v \in V(D_s^-)} \text{Out}_{D_s^-}(v).
\]

Thus the arcs of $D_s^+$ can be partitioned into sets of in-arcs and similarly the arcs of $D_s^-$ into sets of out-arcs. Let $E_3 = A(D_s^+)$ and $E_4 = A(D_s^-)$. The other two matroids are the following partition matroids $M_3 = (E_3, \mathcal{I}_3)$, $M_4 = (E_4, \mathcal{I}_4)$, where

\[
\mathcal{I}_3 = \{ I \mid I \subseteq A(D_s^+), \text{ for every } v \in V(D_s^+), |I \cap \text{In}_{D_s^+}(v)| \leq 1 \},
\]

and

\[
\mathcal{I}_4 = \{ I \mid I \subseteq A(D_s^-), \text{ for every } v \in V(D_s^-), |I \cap \text{Out}_{D_s^-}(v)| \leq 1 \}.
\]

Let $n = |V(D)|$. We define the matroid $M = (E, \mathcal{I})$ as the direct sum $M = M_1 \oplus M_2 \oplus M_3 \oplus M_4$. By Proposition 4.3, the matroids $M_3$ and $M_4$ are representable over a field of size $\mathcal{O}(n^2)$ and these representations can be constructed in polynomial time. Since $D$ is strongly connected and $\text{In}_{D_s^+}(s) = \emptyset$, the rank of $M_3$ is $n - 1$. By similar arguments, we have that the rank of $M_4$ is $n - 1$. By Proposition 4.4, we know that graphic matroid is representable over any field of size at least 2. So the matroids $M_1$ and $M_2$ are also representable over a field of size $\mathcal{O}(n^2)$. Also note that the rank of both $M_1$ and $M_2$ are $n - 1$, because $U(D)$ is connected. Hence, by Proposition 4.2, the matroid $M$ is representable over a field of size $\mathcal{O}(n^2)$. The rank of the matroid $M$ is $4n - 4$.

Let us note that for each arc $e \in A(D)$ which is not incident with $s$, we have four
elements in the matroid $M$, corresponding to the copies of $e$ in $M_i$, $i \in \{1, \ldots, 4\}$. We denote these elements by $e_i$, $i \in \{1, \ldots, 4\}$. For every edge $e \in A(D)$ incident with $s$, we have three corresponding elements. We denote them by $e_1, e_2, e_4$, or $e_1, e_2, e_4$, depending on the case when $e$ is in-arc or out-arc for $s$.

For $i \in \{1, \ldots, n - 1\}$, we define

$$B^{3i} = \left\{ W \mid W \in \mathcal{I}, |W| = 4i, \forall e \in A(D) \text{ either } W \cap \{e_1, e_2, e_3, e_4\} = \emptyset \text{ or } \{e_1, e_2, e_3, e_4\} \subseteq W \right\}.$$  

For $W \in \mathcal{I}$, by $A_W$ we denote the set of arcs $e \in A(D)$ such that $\{e_1, e_2, e_3, e_4\} \cap W \neq \emptyset$. Now we are ready to state the lemma that relates representative sets and the MINIMUM SCSS problem.

**Lemma 14.1.** Let $D$ be a strong digraph on $n$ vertices and $\ell \leq n - 2$ be a natural number. Then there exists a strong spanning subdigraph $D'$ of $D$ with at most $2n - 2 - \ell$ arcs if and only if there exists a set $\widehat{F} \in \widehat{B}^{3\ell} \subseteq \hat{\mathcal{I}}_{\text{rep}}^{3\ell} \mathcal{B}^{3\ell}$ such that there is an out-branching $D^+_s$ containing $A_{\widehat{F}}$ rooted at $s$ and an in-branching $D^-_s$ containing $A_{\widehat{F}}$ rooted at $s$. Here, $n' = 4n - 4$.

**Proof.** ($\Rightarrow$) Let $s \in V(D)$ be a fixed vertex and $M$ is the matroid constructed as above with respect the vertex $s$. Let $D'$ be a strong spanning subdigraph of $D$ with at most $2n - 2 - \ell$ arcs. Thus, by Proposition 14.2 we have that there exists an out-branching $B^+_s$ and an in-branching $B^-_s$ in $D'$ such that $|A(B^+_s) \cap A(B^-_s)| \geq \ell$. Observe that the arcs in $A(B^+_s) \cap A(B^-_s)$ form an out-forest (in-forest). Let $F'$ be an arbitrary subset of $A(B^+_s) \cap A(B^-_s)$ containing exactly $\ell$ arcs. Take $X' = A(B^+_s) \setminus F'$ and $Y' = A(B^-_s) \setminus F'$. Observe that $X'$ and $Y'$ need not be disjoint. Clearly, $|X'| = |Y'| = n - 1 - \ell$.

In matroid $M$, one can associate with $D'$ an independent set $I_{D'}$ of size $4n - 4$ as follows:

$$I_{D'} = \bigcup_{e \in F'} \{e_1, e_2, e_3, e_4\} \bigcup_{e \in X'} \{e_1, e_3\} \bigcup_{e \in Y'} \{e_2, e_4\}.$$  

By our construction, we have that $I_{D'}$ is an independent set in $\mathcal{I}$ and $|I_{D'}| = 4\ell + 4(n - 1 - \ell) = n'$. Let $F = \bigcup_{e \in F'} \{e_1, e_2, e_3, e_4\}$, $X = \bigcup_{e \in X'} \{e_1, e_3\}$ and $Y = \bigcup_{e \in Y'} \{e_2, e_4\}$. Then notice that $F \in \mathcal{B}^{3\ell}$ and $F \subseteq I_{D'}$. This implies that there exists a set $\widehat{F} \in \widehat{B}^{3\ell} \subseteq \hat{\mathcal{I}}_{\text{rep}}^{3\ell} \mathcal{B}^{3\ell}$ such that $I_D = \widehat{F} \cup X \cup Y \in \mathcal{I}$. Consider the following four sets.

1. Let $W_1 = \{e_1 \mid e \in X \cup A_{\widehat{F}}\}$ then we have that $W_1 \subseteq I_D$ and thus $W_1 \in \mathcal{I}_1$.  
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This together with the fact that $|W_1| = n - 1$ implies that $X' \cup A_{\bar{F}}$ forms a spanning tree in $U(D)$.

2. Let $W_2 = \{e_2 \mid e \in Y \cup A_{\bar{F}}\}$. Similar to the first case, then $Y' \cup A_{\bar{F}}$ forms a spanning tree in $U(D)$.

3. Let $W_3 = \{e_3 \mid e \in X \cup A_{\bar{F}}\}$ then we have that $W_3 \subseteq I_D$ and thus $W_3 \in \mathcal{I}_3$. This together with the fact that $|W_1| = |W_3| = n - 1$ and that $X' \cup A_{\bar{F}}$ is a spanning tree in $U(D)$ implies that $X' \cup A_{\bar{F}}$ forms an out-branching rooted at $s$ in $D_s^+$.

4. Let $W_4 = \{e_3 \mid e \in Y' \cup A_{\bar{F}}\}$. Similar to the previous case, then $Y' \cup A_{\bar{F}}$ forms an in-branching rooted at $s$ in $D_s^-$.

Thus we have shown that $D_s^+$ and $D_s^-$ are the required out-branching and in-branching respectively.

$(\Leftarrow)$ Suppose there exists a set $\hat{F} \subseteq \hat{B}^{4\ell} \subseteq_{\text{rep}}^{n' - 4\ell} \mathcal{B}^{4\ell}$ such that there is an out-branching $D_s^+$ containing $A_{\bar{F}}$ rooted at $s$ and an in-branching $D_s^-$ containing $A_{\bar{F}}$ rooted at $s$. Note that $|A_{\bar{F}}| = \ell$. Then by Proposition 14.2, there exists a strong spanning subdigraph of $D$ with at most $2n - 2 - \ell$ arcs. This concludes the proof of the lemma.

Define $\mathcal{T}_{RM}(t, p, q)$ be the time required to compute a family $\hat{S} \subseteq_{\text{rep}} S$ of size $(\frac{p+q}{q})$, in a linear matroid $M$ of rank $p + q$. By Theorem 13.1, $\mathcal{T}_{RM}(t, p, q)$ is bounded by $O \left( \left( \frac{p+q}{p} \right) \log n + t(\frac{p+q}{q}) \omega \right)$ multiplied by the time required to perform operations over the field in which the linear matroid $M$ is representable.

**Lemma 14.2.** Let $D$ be a strong digraph on $n$ vertices and $\ell \leq n - 2$ be a natural number. Then in time $O \left( \max_{i \in [\ell]} \binom{n'}{4i} \omega \log n \right)$ we can compute $\hat{B}^{4\ell} \subseteq_{\text{rep}}^{n' - 4\ell} \mathcal{B}^{4\ell}$ of size $\binom{n'}{4\ell}$. Here, $n' = 4n - 4$.

**Proof.** We describe a dynamic programming based algorithm. Let $D$ be an array of size $\ell$. The entry $D[i]$ will store the family $\hat{B}^{4i} \subseteq_{\text{rep}}^{n' - 4i} \mathcal{B}^{4i}$. We fill the entries in the array $D$ in the increasing order of its index, that is, from 0, . . . , $\ell$. For the base case define $\hat{B}^0 = \{\emptyset\}$ and let $W = \{\{e_1, e_2, e_3\} \mid e \in A(D)\}$. Given that $D[i]$ is filled for all $i' \leq i$, we fill $D[i+1]$ as follows. Define $\mathcal{N}^{4(i+1)} = \left( \hat{B}^{4i} \bullet W \right) \cap \mathcal{I}$.

**Claim 14.1.** For all $0 \leq i \leq \ell - 1$, $\mathcal{N}^{4(i+1)} \subseteq_{\text{rep}}^{n' - 4(i+1)} \mathcal{B}^{4(i+1)}$. 
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Proof. Let $S \in \mathcal{B}^{4(i+1)}$ and $Y$ be a set of size $n' - 4(i + 1)$ such that $S \cap Y = \emptyset$ and $S \cup Y \in \mathcal{I}$. We will show that there exists a set $\hat{S} \in \mathcal{N}^{4(i+1)}$ such that $\hat{S} \cap Y = \emptyset$ and $\hat{S} \cup Y \in \mathcal{I}$. This will imply the desired result.

Let $e \in A(D)$ such that $\{e_1, e_2, e_3, e_4\} \subseteq S$. Define $S^* = S \setminus \{e_1, e_2, e_3, e_4\}$ and $Y^* = Y \cup \{e_1, e_2, e_3, e_4\}$. Since $S \cup Y \in \mathcal{I}$ we have that $S^* \in \mathcal{I}$ and $Y^* \in \mathcal{I}$. Observe that $S^* \in \mathcal{B}^{4i}$, $S^* \cup Y^* \in \mathcal{I}$ and the size of $Y^*$ is $n' - 4i$. This implies that there exists $\hat{S}^*$ in $\hat{B}^{4i} \subseteq \mathcal{B}^{4i}$ such that $\hat{S}^* \cup Y^* \in \mathcal{I}$. Thus $\hat{S}^* \cup \{e_1, e_2, e_3, e_4\} \in \mathcal{I}$ and also in $\hat{B}^{4i} \cdot W$ and thus in $\mathcal{N}^{4(i+1)}$. Taking $\hat{S} = \hat{S}^* \cup \{e_1, e_2, e_3, e_4\}$ suffices for our purpose. This completes the proof of the claim.

We fill the entry for $D[i + 1]$ as follows. Observe that $\mathcal{N}^{4(i+1)}_{\ell} = (\mathcal{D}[i, w] \cdot W) \cap \mathcal{I}$. We already have computed the family corresponding to $\mathcal{D}[i]$. By Theorem 13.1, $|\hat{B}^{4i}| \leq \binom{n}{4i}$ and thus $|\mathcal{N}^{4(i+1)}| \leq 4m \binom{n}{4i}$. Furthermore, we can compute $\mathcal{N}^{4(i+1)}$ in time $O\left(mn \binom{n}{4i}\right)$. Using Theorem 13.1, we can compute $\hat{\mathcal{N}}^{4(i+1)} \subseteq_{\text{rep}} \mathcal{B}^{4(i+1)}$ in time $T_{\text{rm}}(t, 4i + 4, n' - 4(i + 1))$, where $t = 4m \binom{n}{4i}$.

By Claim 14.1 we know that $\mathcal{N}^{4(i+1)} \subseteq_{\text{rep}} \mathcal{B}^{4(i+1)}$. Thus Lemma 7.1 implies that $\hat{\mathcal{N}}^{4(i+1)} = \hat{\mathcal{B}}^{4(i+1)} \subseteq_{\text{rep}} \mathcal{B}^{4(i+1)}$. We assign this family to $\mathcal{D}[i + 1]$. This completes the description and the correctness of the dynamic programming. The field size for uniform matroids are upper bounded by $O(n^2)$ and thus we can perform all the field operations in time $O(\log n)$. Thus, the running time of this algorithm is upper bounded by

$$O\left(\sum_{i=1}^{\ell} T_{\text{rm}}\left(4m\left(\frac{n'}{4(i - 1)}, 4i, n' - 4i\right)\right)\right) = O\left(\max_{i \in [\ell]} \binom{n'}{4i}^\omega m \log n\right).$$

This completes the proof.

Lemma 14.3. Minimum SCSS can be solved in time $O(2^{4\omega n} m \log n)$.

Proof. Let us fix $n' = 4n - 4$. Proposition 14.2 implies that the Minimum SCSS problem is equivalent to finding, for an arbitrary vertex $s \in V(D)$, an out-branching $B^+_s$ and an in-branching $B^-_s$ that maximizes $|A(B^+_s) \cap A(B^-_s)|$. We guess the value of $|A(B^+_s) \cap A(B^-_s)|$ and let this be $\ell$. By Lemma 14.1, there exists a strong spanning subdigraph $D'$ of $D$ with at most $2n - 2 - \ell$ arcs if and only if there exists a set $\hat{F} \in \hat{B}^{4\ell} \subseteq_{\text{rep}} \mathcal{B}^{4\ell}$ such that $D$ has a strong spanning subdigraph $\hat{D}$ with $A_{\hat{F}} \subseteq A(D)$. Recall that for $X \in \mathcal{I}$, by $A_X$ we denote the set of arcs $e \in A(D)$ such that $\{e_1, e_2, e_3, e_4\} \cap X \neq \emptyset$. Now using Lemma 14.2 we compute $\hat{B}^{4\ell} \subseteq_{\text{rep}} \mathcal{B}^{4\ell}$ of size $\binom{n}{4\ell}$ in time $O\left(\max_{i \in [\ell]} \binom{n}{4i}^\omega m \log n\right)$. 
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For every $\hat{F} \in \hat{\mathcal{B}}^\ell$ we test whether $A_{\hat{F}}$ can be extended to an out-branching in $D^+_s$ and to an in-branching in $D^-_s$. We can do it in $\mathcal{O}(n(n + m))$-time by putting weights 0 to the arcs of $A_{\hat{F}}$ and weights 1 to all remaining arcs and then by running the classical algorithm of Edmonds [45]. Since $\ell \leq n - 2$, the running time of this algorithm is upper bounded by $\mathcal{O}(2^{4\omega n} m \log n)$. This concludes the proof.

Finally, we are ready to prove the main result of this section

**Theorem 14.1.** Minimum Equivalent Graph can be solved in $\mathcal{O}(2^{4\omega n} m \log n)$ time.

**Proof.** Given an arbitrary digraph $D$ we first find its strongly connected components $C_1, \ldots, C_s$. Now on each $C_i$, we apply Lemma 14.3 and obtain a minimum equivalent subdigraph $C'_i$. After this we apply Proposition 14.1 and obtain a minimum equivalent subdigraph of $D$. Since all the steps except Lemma 14.3 takes polynomial time we get the desired running time. This completes the proof.

A weighted variant of Minimum Equivalent Graph has also been studied in literature. More precisely the problem is defined as follows.

<table>
<thead>
<tr>
<th>Minimum Weight Equivalent Graph (M Weg)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A directed graph $D$ and a weight function $w : A(D) \to \mathbb{N}$.</td>
</tr>
<tr>
<td><strong>Task:</strong> Find a minimum weight equivalent subdigraph of $D$.</td>
</tr>
</tbody>
</table>

M Weg can be solved along the same line as MEG but to do this we need to use the notion of min $q$-representative family and use Theorem 13.2 instead of Theorem 13.1. These changes give us the following theorem.

**Theorem 14.2.** Minimum Weight Equivalent Graph can be solved in time $\mathcal{O}(2^{4\omega n} m \log n \cdot \log W)$. Here, $W$ is the maximum value assigned by the weight function $w : A(D) \to \mathbb{N}$.  
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Chapter 15

Editing to Connected $f$-Degree Graph

A subgraph $F$ of a graph $G$ is a factor of $G$, if $F$ is a spanning subgraph of $G$. When a factor $F$ is described in terms of its degrees, it is called a degree-factor. For example, one of the most fundamental notions in Graph Theory is 1-factor (or a perfect matching), the case when a factor $F$ has all of its degrees equal to 1. Another example is $r$-factor, a regular spanning subgraph of degree $r$. More generally, for a function $f : V(G) \to \mathbb{N}$, subgraph $F$ is a $f$-factor of $G$ if for every $v \in V(G)$, $d_F(v)$, the degree of $v$ in $F$ is exactly $f(v)$. The study of degree factors is one of the mainstreams in combinatorics with long history dating back to 1847 to the works of Kirkman [74], and Petersen [106]. We refer to surveys [2, 110], as well as the book of Lovász and Plummer [88] for an extensive overview of degree factors.

Another broad set of degree-factor problems is obtained by requesting the factor to be connected. The most famous examples are another old classical Graph Theory notions, namely Hamiltonian cycle, which is a connected 2-factor, and Eulerian subgraph, which is a connected even-degree factor. We refer to the survey of Kouider and Vestergaard [78] on connected factors, as well as to the book of Fleischner [47] for a thorough study of Eulerian graphs and related topics.

A natural algorithmic problem concerning (connected) $f$-factors is for a given graph $G$ and a function $f$, to decide if $G$ contains a (connected) $f$-factor. While deciding if a given graph contains an $f$-factor can be done in polynomial time for any function $f$ [6], deciding the existence of even a connected 2-factor (Hamiltonian cycle) is NP-complete. In this chapter we study parameterized complexity of the following algorithmic generalization of the problem of finding a connected $f$-factor.
Editing to Connected $f$-Degree Graph (ECG)  \hspace{1.5cm} \textbf{Parameter: } k

\textbf{Input: } An undirected graph $G$, a function $f : V(G) \to \{1, 2, \ldots, d\}$ and an integer $k$

\textbf{Question: } Does there exist a connected graph $F$ such that for every vertex $v$, $d_F(v) = f(v)$, and the size of the symmetric difference $|E(G) \triangle E(F)| \leq k$?

The main result of this chapter is the following theorem:

**Theorem 15.1.** ECG is solvable in time $2^{O(k)} n^{O(1)}$ deterministically.

The proof of our theorem is based on (i) color-coding and (ii) fast computation of representative family over a linear matroid. Our proof requires the usage representative family in some non-standard matroids. In particular, we use fast representative family computations over direct sum matroid of $\ell$-elongation of co-graphic matroid associated with $G$ and uniform matroid over $\overline{E(G)}$. We believe that this combination could be useful for designing parameterized algorithms for other edge editing problems. To the best of our knowledge this is the first uses of elongation of matroids in designing parameterized algorithms.

In previous chapters we have seen many algorithms using representative families and these algorithms can modified to solve the weighted version the problems. So it would be natural to suggest that the nice properties of matroids would help us with the “weighted” version of ECG as well.

Editing to Connected $f$-Degree Graph with Costs  \hspace{1.5cm} \textbf{Parameter: } k+d

\textbf{Input: } A graph $G$, functions $f : V(G) \to \{1, 2, \ldots, d\}$ and $c : \binom{V(G)}{2} \to \mathbb{N}$ and $k, C \in \mathbb{N}$

\textbf{Question: } Does there exist a connected graph $F$ such that for every vertex $v$, $d_F(v) = f(v)$, $|E(G) \triangle E(F)| \leq k$, and $c(E(G) \triangle E(F)) \leq C$?

However, in spite of our attempts, we could not extend the results of Theorem 21.1 to Editing to Connected $f$-Degree Graph with Costs. The following Theorem explains why our initial attempts failed.

**Theorem 15.2.** Editing to Connected $f$-Degree Graph with Costs (parameterized by $k+d$) is $W[1]$-hard even when the input graph $G$ is a tree and costs are restricted to be 0 or 1.

**Previous work.** It was shown by Mathieson and Szeider [94] that the problem of deleting $k$ vertices to transform an input graph into an $r$-regular graph, where
For edge-modification problems to a graph with certain degrees, Mathieson and Szeider have shown in [94] that Editing to $f$-Degree Graph, the case when the requirement that the resulting graph $F$ is connected is omitted, is solvable in polynomial time. As with the $f$-factor problem, the situation changes drastically when one adds the requirement that the resulting graph $F$ is connected. A simple reduction from Hamiltonian cycle shows that in this case deciding if a graph can be edited into a connected 2-degree graph, i.e. a cycle, by changing at most $k$ adjacencies, is NP-complete [64].

Golovach in [64] have shown that when parameterized by the maximum vertex degree $d$ in the resulting graph plus the number of editing operations $k$, the problem Editing to Connected $f$-Degree Graph is FPT. In the same paper, it was shown that the variant when the resulting graph $F$ is regular, the problem is FPT parameterized by $k$. However, prior to our work the complexity status of Editing to Connected $f$-Degree Graph remained open. Thus Theorem 21.1 resolves the problem in affirmative. However, we still do not know the kernelization status of this problem and leave it as an interesting open problem.

**Our Approach.** Any solution to our problem is of the form $D \cup A \in \binom{V(G)}{2}$ where $D \subseteq E(G)$ and $A \subseteq \overline{E(G)}$. The sets $D$ and $A$ are called a deletion set and an addition set, respectively, corresponding to the solution $D \cup A$. We start by characterizing our solution in terms of deletion set $D$ (called nice deletion set), satisfying certain properties and has an accompanying map $\psi$. This map together with other properties of nice deletion set allows us to recover the addition set $A$ in polynomial time. Thus, our whole effort is in finding this nice deletion set $D$. This viewpoint is useful as this allows us to “forget about the addition set” and concentrate on finding a nice deletion set. However, this is not useful for designing the dynamic programming algorithm. To achieve this we view the solution $D \cup A$ as a system of “alternating walks and alternating even closed walks”. An alternating walks and closed walks are essentially normal walks and closed walks with edges from $D \cup A$ and they do not have consecutive edges from either $D$ or $A$. We take this view point to construct the dynamic programming algorithm as this allows us to go from one state to other using one edge (either of an addition set or of a deletion set). The number of states can be upper bounded by $2^{O(k)}$. However, the number of sets $D' \cup A'$ that could satisfy the prerequisite of being in a particular table entry could be as large as $n^{O(k)}$ and thus this would not lead to an FPT algorithm. However, we follow this template for our algorithm and use some more structural properties to prune this deletion set.
Our first observation towards an FPT algorithm is that after we delete the edges in $D$ then the number of components can at most be $|D| - k + 1$. This allows us to show that in fact we can think of $D$ being an independent in a independent set in the matroid $M^*_G(\ell)$, $\ell$-elongation of the co-graphic matroid, $M^*_G$, associated with $G$, where $\ell = |E(G)| - |V(G)| + k - |D| + 1$ (we refer to preliminaries for the definition). Next we show that for addition set $A$, all we need is to store some form of disjointness and that can be captured using uniform matroid over the universe $E(G)$. Let $U_{m',k-k'}$ be a uniform matroid with ground set $\overline{E(G)}$, where $m' = |E(G)|$. From the definition of $U_{m',k-k'}$, any set $A$ of size at most $k - k'$ is independent in $U_{m',k-k'}$. We have already explained that we view the deletion set $D$ as an independent set in $M^*_G(\ell)$ where $\ell = |E(G)| - |V(G)| + k - k' + 1$. Thus, to see the solution set $D \cup A$ as an independent set in a single matroid, we consider direct sum of $M^*_G(\ell)$ and $U_{m',k-k'}$. That is, let $M = M^*_G(\ell) \oplus U_{m',k-k'}$. In $M$, a set $I$ is an independent set if and only if $I \cap E(G)$ is an independent set in $M^*_G(\ell)$ and $I \cap \overline{E(G)}$ is an independent set in $U_{m',k-k'}$. This ensures that any solution $D \cup A$ is an independent set in $M$. By viewing any solution of the problem as an independent set in a matroid $M$ (which is linear), we can use the $q$-representative families to prune the table. However, we still need to take care of a technical requirement in the definition of a nice deletion set. Towards this, we show that for every deletion set $D$ there exists a set of edges $W_D \subseteq E(G)$ (disjoint from $D$) of size at most $6k$ such that if these edges are not picked then we can satisfy that technical requirement. To achieve this we apply color coding technique and this can be derandomized using universal sets.

**Organization of the chapter.** In Section 15.1 we give an brief overview of our algorithm and in Section 15.2 we explain our algorithm formally.

### 15.1 An overview of our algorithm

Any solution to our problem is of the form $D \cup A \in \binom{V(G)}{2}$ where $D \subseteq E(G)$ and $A \subseteq \overline{E(G)}$. The sets $D$ and $A$ are called a deletion set and an addition set, respectively, corresponding to the solution $D \cup A$.

#### 15.1.1 Characterizing the solution.

Starting point of our algorithm is a characterization of solution in terms of a deletion set $D$ satisfying certain properties (such deletion sets are called nice deletion set).
This allows us to focus on finding nice deletion sets. To describe the main steps and ideas involved in our algorithm we first give a semi-informal definition of a nice deletion set. Towards this we need the definition of following two sets.

\[
\text{def}(G, f) = \{ v \mid v \in V(G), f(v) > d_G(v) \} - \text{set of deficient vertices}
\]

\[
\mathcal{S}(G, f) = \{ v(i) \mid v \in V(G), f(v) > d_G(v), i \in \{1, \ldots, f(v) - d_G(v)\} \}
\]

The second set specifies for every vertex \( v \in \text{def}(G, f) \) how many edges in addition set must be adjacent to \( v \). Let \( \psi : \mathcal{S}(G, f) \rightarrow \mathcal{S}(G, f) \) be a bijection. Given \( \psi \), we define a multiset \( E_\psi \) as follows. For each \( u(i) \in \mathcal{S}(G, f) \) we add \((u, v)\) to \( E_\psi \) if \( \psi(u(i)) = v(j) \) for some \( j \geq i \). Essentially, the map \( \psi \) will allow us to get our addition set \( A \). We say that \( \psi \) is a proper deficiency map if \( \psi \) is involution, for any \( u \in V(G) \) \((u, u) \not\in E_\psi\), \( E_\psi \) is a set and not a multiset and \( E_\psi \cap E(G) = \emptyset \). Finally, a set \( D \subseteq E(G) \) is called nice deletion set if

(i) for all \( v \in V(G), d_{G-D}(v) \leq f(v) \) and \( |\mathcal{S}(G-D, f)| = 2(k - |D|) \);

(ii) \( G - D \) has at most \( k - |D| + 1 \) connected components;

(iii) each connected component in \( G - D \) contains a vertex \( v \) such that \( d_{G-D} < f(v) \)

(i.e., for each connected component \( F \) in \( G - D \), \( V(F) \cap \text{def}(G-D, f) \neq \emptyset \)); and

(iv) there exists a proper deficiency map \( \psi : \mathcal{S}(G-D, f) \rightarrow \mathcal{S}(G-D, f) \).

Let \( D \subseteq E(G) \). Then there exists \( A \subseteq \overline{E(G)}, |A| = k - |D| \) such that \( A \cup D \) is a solution to ECG if and only if \( D \) is a nice deletion set. Furthermore, given a nice deletion set we can find an addition set, if exists, in polynomial time. Thus, our problem reduces to finding a nice deletion set \( D \subseteq E(G) \) and an accompanying proper deficiency map \( \psi \) on \( \mathcal{S}(G-D, f) \), if it exists, using dynamic programming (DP).

15.1.2 Towards the states of DP algorithm.

The next question that arises is: how are we going to find a nice deletion set \( D \)? Throughout this section we will work with a hypothetical deletion set \( D \). We start with coloring the vertices of \( G \), green and red in the following way. We color \( v \in V(G) \) green if \( d_G(v) > f(v) \), otherwise we color \( v \) red. Let \( E_r = E(G[\text{Red}]) \) and \( E_g = E(G) \setminus E_r \). One first does a quick sanity check. That is, if \( \sum_{v: d_G(v) \neq f(v)} |d_G(v) - f(v)| > 2k \) then we output \( \text{No} \), because in this case any solution to ECG requires
more than $k$ edge edits (addition/deletion operations). Now we guess the size $k' \leq k$ of $D$ such that $2k' \geq \sum_{v: d_G(v) > f(v)} d_G(v) - f(v)$. Since $D$ is our hypothetical deletion set, we have that for any $v \in \text{Green}$, the number of edges in $D$ which are incident to $v$ is at least $d_G(v) - f(v)$. Now we guess the number $k_1$ of edges in $D$ which are incident to only green vertices and the number $k_2$ of edges in $D$ which are incident to at least one vertex in $\text{Red}$. Note that $k_1 + k_2 = k'$. Also note that the number of ways we can guess $(k', k_1, k_2)$ is at most $k^2$. Now for every $v \in \text{Green}$, we guess the number of edges in $D$ which are incident to $v$. In particular, we guess a function $\Phi : \text{Green} \to \mathbb{N}$ such that for all $v \in \text{Green}$ we have that $\Phi(v) \geq d_G(v) - f(v)$. The number of possible functions $\Phi(v)$ is upper bounded by $O(4^k k)$. From now onwards we will assume that we are given a $\Phi$. In other words we have guessed the function $\Phi$ corresponding to the hypothetical solution $D$. We say that a solution $D \cup A$ to ECG satisfies the function $\Phi$ if for every vertex $v \in \text{Green}$ the number of edges incident to $v$ in $D$ is exactly equal to $\Phi(v)$.

We start with an intuitive explanation of the structure of the solution that helps us in designing partial solution for the DP algorithm we are trying to give for our problem. Given $D \cup A$, we first define a notion of an alternating walk. An alternating walk is a sequence of vertices $u_1, u_2, \ldots, u_\ell$ such that consecutive pairs $((u_i, u_{i+1}), (u_{i+1}, u_{i+2}))$ either belong to $D \times A$ or $A \times D$. That is, an edge from $D$ is followed by an edge from $A$ or vice-versa. In an alternating even length closed walk, $u_1 = u_\ell$ and $\ell$ is even. One might wonder about the definition of alternating odd length closed walk. For our purposes we will think of them as alternating walks that start and end at the same vertex. Essentially, these will be alternating walks that start and end with the same vertex and the first and the last edge either both belong to $D$ or both belong to $A$. From now onwards whenever we say an alternating closed walk, we mean an alternating even length closed walk. For any intermediate vertex in the alternating walk or in the alternating closed walk, one of the edges incident to it belongs to $D$ and the other edge belongs to $A$. Thus the degree of any intermediate vertex is not disturbed either by an alternating walk or alternating closed walk. Our reasons to define these notions are as follows. Let $D \cup A$ be a solution of ECG that satisfies $\Phi$. We can think of edges in $D \cup A$ forming a family, $\mathcal{P}$, of alternating walks and alternating closed walks with the following properties.

- For every vertex $v \in V(G)$ and a set $Z \in \{D, A\}$, we define $\text{apdeg}(\mathcal{P}, Z, v)$ as the number of edges from $Z$ that are incident to $v$ and appear as $(i)$ the first edge in alternating walks from $\mathcal{P}$ that start with $v$; and $(ii)$ the last edge in alternating walks from $\mathcal{P}$ that end in $v$. Note that, if there is an alternating
walk that both starts and ends in \( v \) and the start edge as well as the last edge belong to \( Z \) then this path contributes two to \( \text{apdeg}(P, Z, v) \). For every vertex \( v \in \text{Green} \), \( \text{apdeg}(P, D, v) = d_G(v) - f(v) \) and \( \text{apdeg}(P, A, v) = 0 \). Furthermore, for every vertex \( v \in \text{Red} \), \( \text{apdeg}(P, D, v) = 0 \) and \( \text{apdeg}(P, A, v) = f(v) - d_G(v) \).

- Every vertex \( v \in \text{Green} \), the number of times it appear as an intermediate vertex in an alternating walk or in an alternating closed walk of \( P \) is exactly equal to \( \Phi(v) - (d_G(v) - f(v)) \).

This path system view allows us to make a dynamic programming algorithm where we can move from one state to another using one edge addition or deletion. In particular, the algorithm works by constructing all alternating walks \( P_1, \ldots, P_\eta \) first and then construct alternating closed walks \( P_{\eta+1}, \ldots, P_\alpha \). Given a partially constructed path system we try to append an edge to the current path we are constructing by adding an edge to it; or declaring that we are finished with the current path system and move to obtain a new path. During this process we also keep a partial proper deficiency map \( \psi' \) such that \( E_{\psi'} \) is the addition edges in the current partial solution. Thus, a state in the dynamic programming algorithm is given by our current guesses and a subset of domain of partial proper deficiency map. It can be shown that the number of states is upper bounded by \( 2^{O(k)} \). However, the number of sets \( D' \cup A' \) that could satisfy the prerequisite of being in a particular table entry could be as large as \( n^{O(k)} \) and thus this would not lead to an FPT algorithm. However, this indeed a template for our algorithm. Next we observe that we can prune the table size to \( 2^{O(k)} n^{O(1)} \) and thus lead to an FPT algorithm.

### 15.1.3 Pruning the DP table entry and an FPT algorithm.

We need to prune the DP table in a way that we do not change the answer to the given instance \((G, f, k)\). Towards this we show that if some subset we have stored in a DP table entry could lead to a nice deletion set then we do have at least one such set after the pruning operation. Our guessing of \( k_1, k_2 \) and \( \phi \) allows us to satisfy the property \((i)\) of nice deletion set. The property \((ii)\) of nice deletion set imply that \( D \) is an independent set in the matroid \( M_G^*(\ell) \). That is, \( \ell \)-elongation of the co-graphic matroid, \( M_G^* \), associated with \( G \), where \( \ell = |E(G)| - |V(G)| + k - |D| + 1 \) (we refer to preliminaries for the definition). Thus, by only considering those \( D \) which are independent sets in \( M_G^*(\ell) \) we ensure that property \((ii)\) of the nice deletion set is satisfied. Now consider the property \((iv)\) of the nice deletion set, i.e, there exists
a proper deficiency map \( \psi : S(G - D, f) \to S(G - D, f) \). Our objective is to get a set \( D \cup A \) such that there is a proper deficiency map \( \psi \) over \( S(G - D, f) \) such that \( E_\psi = A \), along with other properties as well. Let \( D_1 \cup A_1, D_2 \cup A_2 \) be two partial solutions belonging to the same equivalence class where \( D_1, D_2 \subseteq E(G) \) and \( A_1, A_2 \subseteq \overline{E}(G) \). Suppose \( D' \subseteq E(G), A' \subseteq \overline{E}(G) \), \((D_1 \cup D') \cup (A_1 \cup A') \) is a solution and \( A_2 \cap A' = \emptyset \). Since \( D_1 \cup A_1, D_2 \cup A_2 \) belongs to same equivalence class and \( A_2 \cap A' \) is disjoint, there is a proper deficiency map \( \psi' \) over \( S(G - (D_2 \cup D'), f) \) such that \( E_{\psi'} = A_2 \cup A' \). To take care of the disjointness property between the current addition set and the future addition set while doing the DP, we view the addition set \( A \) of the solution as an independent set in a uniform matroid over the universe \( \overline{E}(G) \). Let \( U_{m', k-k'} \) be a uniform matroid with ground set \( \overline{E}(G) \), where \( m' = |\overline{E}(G)| \). From the definition of \( U_{m', k-k'} \), any set \( A \) of size at most \( k - k' \) is independent in \( U_{m', k-k'} \). We have already explained that we view the deletion set \( D \) as an independent set in \( M^*_G(\ell) \) where \( \ell = |E(G)| - |V(G)| + k - k' + 1 \). Thus, to see the solution set \( D \cup A \) as an independent set in a single matroid, we consider direct sum of \( M^*_G(\ell) \) and \( U_{m', k-k'} \). That is, let \( M = M^*_G(\ell) \oplus U_{m', k-k'} \). In \( M \), a set \( I \) is an independent set if and only if \( I \cap \overline{E}(G) \) is an independent set in \( M^*_G(\ell) \) and \( I \cap \overline{E}(G) \) is an independent set in \( U_{m', k-k'} \). This ensures that any solution \( D \cup A \) is an independent set in \( M \). By viewing any solution of the problem as an independent set in a matroid \( M \) (which is linear), we can use the \( q \)-representative families to prune the table. However, we still need to ensure that property (iii) of nice deletion set is satisfied. In what follows we explain how we achieve this.

We show that for every deletion set \( D \) there exists a set of edges \( W_D \subseteq E(G) \) (disjoint from \( D \)) of size at most \( 6k \) such that if these edges are not picked then we can guarantee that each connected component in \( G - D \) contains a vertex \( v \) such that \( d_{G-D} < f(v) \). To achieve this we apply color coding. That is, if we randomly color each edge orange with probability \( 6/7 \) and black with probability \( 1/7 \), then with probability at least \( (1/7)^k(6/7)^{6k} \), all the edges of the deletion set \( D \) will be colored with orange and all the edges in \( W_D \) will be colored with black. If we repeat our algorithm \( (7^k/6^k) \) times we can increase the success probability to a constant.

This step can be derandomized using universal sets.

### 15.2 Algorithm

For a given graph \( G \), a solution to ECG comprises a deletion set \( D \subseteq E(G) \) and an addition set \( A \subseteq \overline{E}(G) \). That is, \( F = G - D + A \). In particular, we denote the
solution set as a pair \((D, A)\), where \(D \subseteq E(G)\) and \(A \subseteq \overline{E(G)}\).

### 15.2.1 Structural Characterization

In this subsection we give a structural characterization of solution that is central to our parameterized algorithm. In particular we give a necessary and sufficient conditions on \(D \subseteq E(G)\) for being a deletion set of an optimum solution to ECG. Furthermore, we show that if we have \(D\) that satisfies the desired conditions then we can obtain the corresponding addition set \(A\) in polynomial time. We start with few definitions that will setup a useful language to speak about different aspects of the sets we will be considering throughout the paper.

**Definition 15.1.** Let \(G\) be a graph and \(f : V(G) \rightarrow \{1, 2, \ldots, d\}\) be a function. We call a vertex \(v \in V(G)\) **deficient** with respect to \(G\) and \(f\), if \(f(v) > d_G(v)\). We define **deficiency vertex set** of \(G\) and \(f\), denoted by \(\text{def}(G, f)\), as the set of deficient vertices with respect to \(G\) and \(f\). We define **deficiency set** of \(G\) and \(f\), denoted by \(S(G, f)\), as a set containing \(\max\{0, f(v) - d_G(v)\}\) vertices corresponding to each vertex \(v \in V(G)\). Notice that \(S(G, f)\) contains non-zero vertices corresponding to a vertex \(v\) only if \(f(v) > d_G(v)\) and the cardinality of \(S(G, f)\) is equal to \(\sum_{v: f(v) > d_G(v)} f(v) - d_G(v)\). In particular these sets are defined as:

\[
\text{def}(G, f) = \{v \mid v \in V(G), f(v) > d_G(v)\} \\
S(G, f) = \{v(i) \mid v \in V(G), f(v) > d_G(v), i \in [f(v) - d_G(v)]\}
\]

Let \(W \subseteq V(G) \times \mathbb{N}^+\). Recall that we denote a pair \((v, i) \in V(G) \times \mathbb{N}^+\) (or in \(W\)) by \(v(i)\). Let \(\psi : W \rightarrow W\) be a bijection. Given \(\psi\), we define a multiset \(E_\psi\) as follows. For each \(u(i) \in W\) we add \((u, v)\) to \(E_\psi\) if \(\psi(u(i)) = v(j)\) for some \(j \geq i\).

**Definition 15.2.** Let \(G\) be a graph and \(W \subseteq V(G) \times \mathbb{N}^+\). A bijection \(\psi : W \rightarrow W\) is called a **proper deficiency map** if it satisfies the following properties.

1. Involution: For any \(x \in W\), \(\psi(\psi(x)) = x\).
2. Non-Loop Property: For any \(u \in V(G)\), \((u, u) \notin E_\psi\).
3. Simple Edge Property: \(E_\psi\) is a set, not a multiset. That is, there does not exists \(u, v \in V(G)\) such that \(\psi(u(i_1)) = v(j_1)\) and \(\psi(u(i_2)) = v(j_2)\) for some \(i_1 \neq i_2\) and \(j_1 \neq j_2\).
4. Non-Edge Property: \(E_\psi \cap E(G) = \emptyset\).
In general we will have proper deficiency map over the domain $S(G, f)$ or some set related to this. Finally, we define a notion of nice deletion set.

**Definition 15.3.** Let $(G, f, k)$ be an instance of ECG and let $D \subseteq E(G)$. We say that $D$ is a **nice deletion set** if the following properties are satisfied.

(i) For all $v \in V(G)$, $d_{G-D}(v) \leq f(v)$.

(ii) $|S(G - D, f)| = 2(k - |D|)$.

(iii) $G - D$ has at most $k - |D| + 1$ connected components.

(iv) Each connected component in $G - D$ contains a vertex $v$ such that $d_{G-D} < f(v)$ (i.e., for each connected component $F$ in $G - D$, $V(F) \cap \text{def}(G - D, f) \neq \emptyset$).

(v) There exists a proper deficiency map $\psi : S(G - D, f) \to S(G - D, f)$.

**Lemma 15.1.** Let $(G, f, k)$ be an instance of ECG and let $D \subseteq E(G)$. Then there exists $A \subseteq \overline{E(G)}$, $|A| = k - |D|$ such that $A \cup D$ is a solution to ECG if and only if $D$ is a nice deletion set. Moreover, given a nice deletion set $D \subseteq E(G)$ we can find $A \subseteq \overline{E(G)}$ such that $|A| = k - |D|$ and $D \cup A$ is a solution to ECG in polynomial time.

**Proof.** ($\Rightarrow$) Let $A \subseteq \overline{E(G)}$, $|A| = k - |D|$ such that $A \cup D$ is a solution to ECG. We need to show that $D \subseteq E(G)$ is a nice deletion set. Since $A \cup D$ is a solution to ECG, we have that $d_{G-D}(v) \leq f(v)$ for all $v \in V(G)$, satisfying condition (i). Furthermore, $A \cup D$ being a solution also implies that $\sum\{v : f(v) > d_{G-D}(v)\} f(v) - d_{G-D}(v) = 2|A| = 2(k - D)$. Hence $|S(G - D, f)| = 2(k - |D|)$, satisfying condition (ii). Since $G - D + A$ is a connected graph, $G - D$ can have at most $|A| + 1 = k - |D| + 1$ connected components, satisfying condition (iii) in the definition. The graph $G - D + A$ is connected and thus each connected component $F$ in $G - D$ contains a vertex $v \in V(F)$ such that $(v, u) \in A$ for some $u \in V(G)$. Since $D \cup A$ is a solution to ECG, $d_{G-D+A}(v) = f(v)$ and hence $d_{G-D}(v) < f(v)$ (because $(v, u) \in A$), satisfying condition (iv). Finally, we show that $D$ satisfies the last property. Let $A = \{e_1, e_2, \ldots, e_r\} \subseteq \overline{E(G)}$ where $r = k - |D|$. Since $D \cup A$ is a solution to ECG, we have that for any vertex $v$, there are exactly $f(v) - d_{G-D}(v)$ edges in $A$ which are adjacent to $v$. Now we define a bijection $\psi : S(G - D, f) \to S(G - D, f)$ as follows: $\psi(u(i)) = v(j)$ if $(u, v) = e_i$ such that there are exactly $i - 1$ edges from $\{e_1, \ldots, e_{i-1}\}$ are incident on $u$ and there are exactly $j - 1$ edges from $\{e_1, \ldots, e_{j-1}\}$ are incident on $v$. That is, we traverse the edges $e_1, \ldots, e_r$ from left to right and find the $i^{th}$ edge incident to $u$, say $e_i = (u, v)$, and then we assign it $v(j)$, if there are exactly $j$ edges incident to $v$ present among $\{e_1, \ldots, e_{j-1}\}$.
Claim 15.1. $\psi : S(G - D, f) \to S(G - D, f)$ is a proper deficiency map.

Proof. By the definition of $\psi$, if $\psi(u(i)) = v(j)$ then $\psi(v(j)) = u(i)$, and so $\psi$ is an involution. Since $G - D + A$ is a simple graph, for any $u \in V(G)$, $(u, u) \notin E_\psi$. Now we need to show that $E_\psi$ is not a multiset. Suppose not, then there exists $u, v \in V(G)$ such that $\psi(u(i_1)) = v(j_1)$ and $\psi(u(i_2)) = v(j_2)$ for some $i_1 \neq i_2$ and $j_1 \neq j_2$. This implies that there exist $e_i, e_j \in A, i \neq j$ such that $e_i = e_j = (u, v)$. This contradicts the fact that $G - D + A$ is a simple graph. Since $A$ is disjoint from $E(G)$, $E_\psi \cap E(G) = \emptyset$. This completes the proof.

$(\Leftarrow)$ Let $D \subseteq E(G)$ be a nice deletion set. We need to show that we can find $A \subseteq E(G)$ such that $|A| = k - |D|$ and $G - D + A$ is a solution to ECG. Properties (i) and (ii) imply that $d_{G - D}(v) \leq f(v)$ for all $v \in V(G)$ and $|S(G - D, f)| = 2(k - |D|)$. Due to the property (v) in the definition of nice deletion set, we know that there exists a proper deficiency map $\psi : S(G - D, f) \to S(G - D, f)$. Define $A_1 = E_\psi$. By the definition of $E_\psi$, $|A_1| = |E_\psi| = |S(G - D, f)|/2 = k - |D|$. Also note that $A_1 \cap E(G) = \emptyset$ because $\psi$ is a proper deficiency map. Now consider the graph $G_1 = G - D + A_1$. Note that $G_1$ is simple graph because $\psi$ is a proper deficiency map. Also by the definition of $E_\psi$, $d_{G - D + A_1}(v) = f(v)$ for all $v \in V(G)$. So $G_1$ satisfies the degree constraints. If $G_1$ is connected then $D \cup A_1$ is a solution to ECG. Thus, we assume that $G_1$ is not connected. In what follows we give an iterative procedure that finds the desired $A$. Suppose we are in $i^{th}$ iteration and we have a set $A_i$ such that $G - D + A_i$ satisfies all degree constraints but $G - D + A_i$ is not connected. Then in the next iteration we find another addition set of size $k - |D|$, say $A_{i+1}$, such that $G - D + A_{i+1}$ satisfies all degree constraints and $G - D + A_{i+1}$ has strictly less number of connected components than in $G - D + A_i$. The procedure is started with $A_1 = E_\psi$. Let $i \geq 1$ and we have $A_i$ such that $G - D + A_i$ satisfies all degree constraints but $G - D + A_i$ is not connected. Since $|A_i| = k - |D|$ and $G - D$ has at most $k - |D| + 1$ connected components, $G_i = G - D + A_i$ has a component $F$ such that there is an edge $(u_1, v_1) \in A_i$ with the property that $u_1, v_1 \in V(F)$ and $(u_1, v_1)$ is not a bridge in $F$. Let $F'$ be another connected component in $G_i$. Since each connected component in $G - D$ contains a vertex $w \in V(G)$ such that $d_{G - D}(w) < f(w)$, there exists an edge $(u_2, v_2) \in A_i$ such that $u_2, v_2 \in V(F')$. Now let $A_{i+1} = (A_i \setminus \{(u_1, v_1), (u_2, v_2)\}) \cup \{(u_1, u_2), (v_1, v_2)\}$. Observe that $G_{i+1} = G - D + A_{i+1}$ is a simple graph with strictly less connected component than in $G_i$ and $d_{G_{i+1}}(v) = f(v)$ for all $v \in V(G)$. Observe that when the procedure stops we would have found the desired $A$.  
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Given a nice deletion set $D$, we can find the desired $A$ using the iterative procedure described in the reverse direction of the proof. Clearly, this procedure can be implemented in polynomial time. This completes the proof of the lemma.

15.2.2 An algorithm with running time $n^{O(k)}$

In this section we design an algorithm for ECG running in time $n^{O(k)}$ – an XP algorithm. Clearly, this is not the algorithm we promised. In fact a simple brute force algorithm for ECG will run in time $n^{O(k)}$. But this algorithm will provide a skeleton for a parameterized algorithm given in the next subsection. Both the algorithms, XP as well as FPT for ECG, are based on dynamic programming (DP). The algorithm given in this section allows us to introduce various aspects of the dynamic programming in a gentler manner. Even though the number of states in the dynamic programming algorithm given in this subsection is bounded by $c^{O(k)} \cdot n^{O(1)}$, the number of partial solutions stored in a DP table entry could potentially be $n^{O(k)}$.

The FPT algorithm given in the next subsection is based on this algorithm and uses tools from representative family to reduce the cardinality of partial solutions stored in any DP table entry to $c^{O(k)} \cdot n^{O(1)}$.

Given an instance $(G, f, k)$ of ECG. The main idea of the algorithm is to find a nice deletion set $D \subseteq E(G)$ and an accompanying proper deficiency map $\psi$ on $S(G - D, f)$, if it exists, using dynamic programming. Throughout this section we will work with a hypothetical deletion set $D$. We start with coloring the vertices of $G$, green and red in the following way. We color $v \in V(G)$ green if $d_{G}(v) > f(v)$, otherwise we color $v$ red. That is, $\text{Green} = \{v \mid v \in V(G), d_{G}(v) > f(v)\}$ and $\text{Red} = V(G) \setminus \text{Green}$. Let $E_{r} = E(G[\text{Red}])$ and $E_{g} = E(G) \setminus E_{r}$. One first does a quick sanity check. That is, if $\sum_{\{v \in E_{r}(v) \neq f(v)\}} |d_{G}(v) - f(v)| > 2k$ then we output No, because in this case any solution to ECG requires more than $k$ edge edits (addition/deletion operations). Now we guess the size $k' \leq k$ of $D$ such that $2k' \geq \sum_{v \in E_{r}(v) > f(v)} d_{G}(v) - f(v)$. Since $D$ is our hypothetical deletion set, we have that for any $v \in \text{Green}$, the number of edges in $D$ which are incident to $v$ is at least $d_{G}(v) - f(v)$. Now we guess the number $k_{1}$ of edges in $D$ which are incident to only green vertices and the number $k_{2}$ of edges in $D$ which are incident to at least one vertex in $\text{Red}$. Note that $k_{1} + k_{2} = k'$. Also note that the number of ways we can guess $(k', k_{1}, k_{2})$ is at most $k^{2}$. Now for every $v \in \text{Green}$, we guess the number of edges in $D$ which are incident to $v$. In particular, we guess a function $\Phi : \text{Green} \rightarrow \mathbb{N}$ such that for all $v \in \text{Green}$ we have that $\Phi(v) \geq d_{G}(v) - f(v)$. We claim that the
number of possible functions from Green to \( \mathbb{N} \), that represent the number of edges incident to a vertex \( v \in \text{Green} \) in the hypothetical solution \( D \), is bounded by \( \mathcal{O}(4^k k) \).

Let \( k_3 \) be the number of edges in \( D \) which are incident to only red vertices. Observe that we are looking for functions \( \Phi \), such that for all \( v \in \text{Green} \) we have that
\[
1 \leq d_G(v) - f(v) \leq \Phi(v) \leq k_1 + k_2 - k_3,
\]
and
\[
\sum_{v \in \text{Green}} \Phi(v) \leq 2k_1 + k_2 - k_3.
\]
The number of such functions is upper bounded by
\[
\mathcal{O}(2|\text{Green}| + 2k_1 + k_2 - k_3 - \sum_{v \in \text{Green}} d_G(v) - f(v)).
\]
The above quantity is upper bounded by \( \mathcal{O}(4^k) \) because \( |\text{Green}| \leq \sum_{v \in \text{Green}} d_G(v) - f(v) \) and \( 2k_1 + k_2 - k_3 \leq 2k \). Since there are at most \( k \) possible values for \( k_3 \), the number of possible functions \( \Phi(v) \) is upper bounded by \( \mathcal{O}(4^k k) \). From now onwards we will assume that we are given a \( \Phi \). In other words we have guessed the function \( \Phi \) corresponding to the hypothetical solution \( D \). We say that a solution \( D \cup A \) to ECG satisfies the function \( \Phi \) if for every vertex \( v \in \text{Green} \) the number of edges incident to \( v \) in \( D \) is exactly equal to \( \Phi(v) \).

**Intuitive Structure of the Algorithm.** We start with an intuitive explanation of the structure of the solution that helps us in designing partial solution for the DP algorithm we are trying to give for our problem. Any solution to our problem is of the form \( D \cup A \in \binom{V(G)}{2} \) where \( D \subseteq E(G) \) and \( A \subseteq \overline{E(G)} \). Given \( D \cup A \), we first define a notion of an alternating walk. An *alternating walk* is a sequence of vertices \( u_1, u_2, \ldots, u_\ell \) such that consecutive pairs \( ((u_i, u_{i+1}), (u_{i+1}, u_{i+2})) \) either belong to \( D \times A \) or \( A \times D \). That is, an edge from \( D \) is followed by an edge from \( A \) or vice-versa. In an *alternating even length closed walk*, \( u_1 = u_\ell \) and \( \ell \) is even.

One might wonder about the definition of *alternating odd length closed walk*. For our purposes we will think of them as alternating walks that start and end at the same vertex. Essentially, these will be alternating walks that start and end with the same vertex and the first and the last edge either both belong to \( D \) or both belong to \( A \). From now onwards whenever we say an alternating closed walk, we mean an alternating even length closed walk. For any intermediate vertex in the alternating walk or in the alternating closed walk, one of the edges incident to it belongs to \( D \) and the other edge belongs to \( A \). Thus the degree of any intermediate vertex is not disturbed either by an alternating walk or alternating closed walk. Our reasons to define these notions are as follows. Let \( D \cup A \) be a solution of ECG that satisfies \( \Phi \). We can think of edges in \( D \cup A \) forming a family, \( \mathcal{P} \), of alternating walks and alternating closed walks with the following properties.
For every vertex \( v \in V(G) \) and a set \( Z \in \{ D, A \} \), we define \( \text{apdeg}(\mathcal{P}, Z, v) \) as the number of edges from \( Z \) that are incident to \( v \) and appear as (i) the first edge in alternating walks from \( \mathcal{P} \) that start with \( v \) and (ii) the last edge in alternating walks from \( \mathcal{P} \) that end in \( v \). Note that, if there is an alternating walk that both starts and ends in \( v \) and the start edge as well as the last edge belong to \( Z \) then this path contributes two to \( \text{apdeg}(\mathcal{P}, Z, v) \).

For every vertex \( v \in \text{Green} \), \( \text{apdeg}(\mathcal{P}, D, v) = d_G(v) - f(v) \) and \( \text{apdeg}(\mathcal{P}, A, v) = 0 \). Furthermore, for every vertex \( v \in \text{Red} \), \( \text{apdeg}(\mathcal{P}, D, v) = 0 \) and \( \text{apdeg}(\mathcal{P}, A, v) = f(v) - d_G(v) \).

Every vertex \( v \in \text{Green} \), the number of times it appear as an intermediate vertex in an alternating walk or in an alternating closed walk of \( \mathcal{P} \) is exactly equal to \( \Phi(v) - (d_G(v) - f(v)) \).

For any solution \( \mathcal{P} = \{ P_1, P_2, \ldots, P_s \} \), without loss of generality we assume that there is \( \eta \) such that \( P_1, \ldots, P_\eta \) are alternating walks and \( P_{\eta+1}, \ldots, P_s \) are alternating closed walks. In our solution we will first construct all alternating walks and then construct all alternating closed walks. Also for any alternating closed walk, we always start with a deletion edge.

**Towards an implementation of the intuitive description.** Our objective is to design a DP algorithm. Thus, we first need to define a notion of partial solution which will constitute basic building block of our algorithm. We first explain about partial solutions and its structure which will be utilized to design the algorithm. Any solution to our problem is of the form \( D \cup A \in \binom{V(G)}{2} \) where \( D \subseteq E(G) \) and \( A \subseteq \overline{E}(G) \), thus the partial solution for the problem is also a subset \( B \cup A' \in \binom{V(G)}{2} \) where \( B \subseteq E(G) \) and \( A' \subseteq \overline{E}(G) \). Let \( D \cup A \) be a solution of ECC that satisfies \( \Phi \). As described before we think of edges in \( D \cup A \) forming a family, \( \mathcal{P} = \{ P_1, \ldots, P_s \} \), of alternating walks and alternating closed walks. A partial solution can be thought of as \( \{ P_1, \ldots, P_j, P_j^* \} \), where we have already created \( P_1, \ldots, P_{j-1} \) and \( P_j^* \) is some subwalk of \( P_j \) that we are creating now. This view could be useful in understanding the algorithm we are going to describe later. At this point we add a caveat that our algorithm slightly differs from this perspective to make the proof more accessible.

Let \( \mathcal{P}' = \{ P_1, \ldots, P_j^* \} \) be a partial solution. We first assume that \( P_j^* \) that we are constructing is going to be an alternating walk. For every vertex \( v \in V(G) \) and a set \( Z \in \{ B, A' \} \), we define \( \text{apdeg}^*(\mathcal{P}', Z, v) \) as the number of edges from \( Z \) that are incident to \( v \) and appear as (i) the first edge in alternating walks from \( \mathcal{P}' \) that start
with \( v \); and (ii) the last edge in alternating walks from \( \{P_1, \ldots, P_{j-1}\} \) that end in \( v \). As before if there is an alternating walk that both starts and ends in \( v \) and the start edge as well as the last edge belong to \( Z \) then this path contributes two to \( \text{apdeg}(P', Z, v) \). If \( P_j^* \) that we are constructing is going to be an alternating closed walk then, \( \text{apdeg}^*(P', Z, v) = \text{apdeg}((\{P_1, \ldots, P_{j-1}\}, Z, v) \). Before we go further we would like to add that while making an algorithm we will know whether we are currently constructing an alternating walk or an alternating closed walk.

In our algorithm we form partial solutions of size \( i \) from partial solutions of size \( i - 1 \). It is important, for designing the FPT algorithm given in the next subsection, to partition the set of partial solutions based on some of its structures. Note that we have already guessed some structure of the solution: like the number of deletion edges, the number of deletion edges with both end points in \text{Green}, the number of addition edges and the number of edges deleted from each vertex \( v \in \text{Green} \) (via guessing the function \( \Phi \)). We use these structures to characterize the equivalence classes of partial solutions. Since we are going to compute a solution which respects \( \Phi \), in the description of a equivalence class over partial solution we would like to include for every vertex \( v \in \text{Green} \) the number of edges that are incident to \( v \) and contribute to \( \text{apdeg}^*(P', D, v) \). This is achieved by creating a multiset set \( T_m \) containing \( d_G(v) - f(v) \) many copies of \( v \) for all \( v \in \text{Green} \) and keeping a subset of \( T_m^* \) for each equivalence class. That is, \( T_m^* \) tells us how many edges incident to a vertex \( v \in \text{Green} \) must be present in the partial solutions that respect \( \text{apdeg}^*(P', B, v) \). In other words, \( \text{apdeg}^*(P', B, v) = T_m^*(v) \).

Now we define another set \( T_g \) for \text{Green} vertices that stores the information about how many times a vertex \( v \) appears as an intermediate vertex in the current partial solution \( P' = \{P_1, \ldots, P_j\} \). In particular we define

\[
T_g = \{ v(i) \mid v \in \text{Green}, \Phi(v) > d_G(v) - f(v), i \in [\Phi(v) - (d_G(v) - f(v))] \}.
\]

We use \( T_g^* \subseteq T_g \) to represent an equivalence class with the property that a partial solution \( P' = \{P_1, \ldots, P_j\} \) satisfies that for every vertex \( v \in \text{Green} \) the number of times \( v \) appear as an intermediate vertex in \( P' \) is same as the number of elements corresponding to it in \( T_g^* \). Observe that we are differentiating between elements corresponding to a vertex and a copy of a vertex. For example consider a vertex \( v \).

When we say that \( T_m \) contains 3 copies of a vertex \( v \), we mean \( \{v, v, v\} \subseteq T_m \) and when we say \( T_g \) contains three elements/vertices corresponding to \( v \), then we mean that \( \{v(1), v(2), v(3)\} \subseteq T_g \).
We have taken care of all alternating walks that start or end with deletion edges as well as alternating closed walk. We also have some alternating walks that start or end with an addition edge. Now we define some sets that will help us to have some control over these alternating walks. Towards this we define a set \( T_r \) as follows:

\[
T_r = \{ v(i) \mid v \in \text{Red}, f(v) > d_G(v), i \in [f(v) - d_G(v)] \}
\]

Ideally, we would like to keep a set \( T'_r \subseteq T_r \) to represent an equivalence class with the property that a partial solution \( P' = \{ P_1, \ldots, P_j \} \) satisfies that for every vertex \( v \in \text{Red} \), \( \text{apdeg}^*(P', A', v) = T'_r(v) \). However, for technical reasons we represent it as follows. For every vertex \( v \in \text{Red} \), \( \text{apdeg}^*(P', A', v) = (T_r \setminus T'_r)(v) \).

Let \( v \) be the last vertex of \( P_j^* \). When we are constructing \( P_j^* \) it can happen that the edge incident to \( v \) could either be a deletion edge or an addition edge. In either case we do not know whether \( v \) is the last vertex of \( P_j^* \) and thus we can not store the information on \( v \) either using \( T'_r \) or \( T'_r \). To overcome this difficulty, we keep a multiset \( X \) of size at most 2 or a set \( Y \) of size at most one. If the last edge is an addition edge then we store \( v \) in \( Y \) and if the last edge is a deletion edge then we store \( v \) in \( X \). Now we explain why \( X \) is a multiset and \( |X| \leq 2 \). If \( P_j^* \) is going to be an alternating closed walk then in fact we need to store information about both of its end vertices. In other words if \( P_j^* \) is going to be an alternating closed walk then \( P_j^* \) starts with a deletion edge and the information about its starting vertex is stored in \( X \). If \( P_j^* \) ends with deletion edge then the information about it is stored in \( X \) and the end vertex very well could be same as the starting vertex of \( P_j^* \). Thus, \( X \) could be a multiset of size 2.

**Informal Description of the algorithm.** Our algorithm works as follows. First we construct all alternating walks \( P_1, \ldots, P_\eta \) and then construct alternating closed walks \( P_{\eta+1}, \ldots, P_\alpha \). Now we explain how each alternating (closed) walk can be constructed. Suppose we have completed constructing \( P_{j-1} \). We start constructing \( P_j \) in the following preference order.

1. If \( T_m \neq T'_m \), then we start with a deletion edge incident on \( v \in T_m \setminus T'_m \) and add a copy of \( v \) to \( T'_m \). Let \( P_j^* \) denote the current partial alternating walk that we have constructed so far. If \( P_j^* \) ends in a vertex \( u \in T_m \setminus T'_m \) with a deletion edge, then we say \( P_j = P_j^* \) and add a copy of \( u \) to \( T'_m \). If \( P_j^* \) ends
in a vertex $u$ with an addition edge and there is an element corresponding to $u$ in $T'_r$, then we say $P_j = P^*_j$ and we delete an element corresponding to $u$ from $T'_r$. Else, we continue constructing this alternating walk by either adding or deleting an appropriate edge incident to $u$. Notice that if $u$ is a vertex in Green then the last edge of $P^*_j$ will be accounted in the next step using $T'_g$. However, if $u \in \text{Red}$ then we do not account for these edges using any set.

2. If $T'_r \neq \emptyset$, then we start with an addition edge incident on a vertex $v$, where $T'_r(v) \neq 0$ and we delete an element corresponding to $v$ from $T'_r$. Let $P^*_j$ denote the current partial alternating walk that we have constructed so far. Now if $P^*_j$ ends in a vertex $u \in T_m \setminus T'_m$ with a deletion edge, then we say $P_j = P^*_j$ and add a copy of $u$ to $T'_m$. If $P^*_j$ ends in a vertex $u$ with an addition edge and there is an element corresponding to $u$ in $T'_r$, then we say $P_j = P^*_j$ and we delete an element corresponding to $u$ from $T'_r$. Else, we continue constructing this alternating walk by either adding or deleting an appropriate edge incident to $u$.

3. If both the above cases are not applicable, then in fact $j - 1 \geq \eta$. That is, we have constructed all the alternating walks in the solution. Let $B \subseteq E(G)$ and $A' \subseteq \overline{E(G)}$ be the set of deletion edges and addition edges present in $P_1, \ldots, P_{j-1}$. In fact at this point $d_{G-B+A'}(v) = f(v)$ for all $v \in V(G)$, $T_m = T'_m$, $T'_r = \emptyset$, $X = \emptyset$ and $Y = \emptyset$. So all the degree constraints are satisfied. But to make the resulting graph connected we might need to do more editing. Note that any alternating closed walk will not disturb the degree of any vertex. It is only used for connectivity purpose. We start construction of $P^*_j$ by guessing a deletion edge $(u, v)$ in the closed walk $P_j$ and adding both its end vertices, $x, y$, to $X$. After this we continue following this trail until we hit $x$ again.

In essence, we are constructing our alternating walks greedily (that is, we stop whenever we have chance to do so!).

**A formal definition of partial solution.** For our partial solution we would like to use Lemma 15.1. That is, we would like to obtain a nice deletion set. However, to completely characterize a nice deletion set, we also need a proper deficiency map. Note that for any $Z \subseteq E(G)$, $T_r \subseteq S(G - Z, f)$. For each partial solution $B \cup A'$, the subset $T'_r \subseteq T_r$ represents the following: the current partial proper deficiency map does not have $T'_r$ as its domain. This is the main reason we defined $T'_r$ differently than $T'_m$ and $T'_g$. In other words $T'_r$ denotes that we still “need to add certain number
of edges” on vertices belonging to Red. However, note that we have a vertex \( v \in X \) and the only reason this vertex is in \( X \) is that \( f(v) > d_{G-B}(v) \). Thus, when we consider \( S(G-B,f) \setminus T'_m \) then there is an element corresponding to \( v \) present in it. And we can not take care of this deficiencies using the current partial map for which the corresponding edge set is \( A' \). To circumvent this we remove the newly added deficiencies from our domain. Towards this we define \( X_{B,f} \) as follows. Let \( X \) be a multiset of size 2 such that for all \( u \in X \), \( f(u) > d_{G-B}(u) + X(u) - 1 \). Then,

\[
X_{B,f} = \{ u(i) \mid u \in X, f(u) - d_{G-B}(u) - X(u) + 1 \leq i \leq f(u) - d_{G-B}(u), i \in \mathbb{N}^+ \}
\]

Note that \( X_{B,f} \subseteq S(G-B,f) \). Similarly, when \( Y \neq \emptyset \) then we know that the last operation was an edge addition incident on a vertex \( w \in Y \). Thus to have a proper deficiency map \( \psi' \) such that \( E_{\psi'} = A' \) we need to add \( Y \) to the domain of \( \psi' \). For some partial solution \( B \cup A' \), it can happen that there exists \( v \in \text{Green} \) such that \( d_{G-B}(v) \geq f(v) \) and \( \overline{E_G}(v) \cap \text{A'} \neq \emptyset \). Thus to have a proper deficiency map \( \psi' \) such that \( E_{\psi'} = A' \) we add the set \( T'_g \) corresponding to the partial solution \( B \cup A' \) to the domain of \( \psi' \). Thus for any partial solution \( B \cup A' \) which are in an equivalence class characterized by \( T'_g \subseteq T_g, T'_r \subseteq T_r, X \) and \( Y \), we will have a proper deficiency map \( \psi' \) over \( (S(G-B,f) \cup T'_g \cup Y) \setminus (T'_r \cup X_{B,f}) \) such that \( E_{\psi'} = A' \).

Now we formally define the notion of partial solutions. Given an instance \((G,f,k)\) we define \( T_m, T_g \) and \( T_r \) as described earlier. Also, recall that we have \( k_1, k_2 \) and \( \Phi \). For any \( T'_m \subseteq T_m, T'_g \subseteq T_g, T'_r \subseteq T_r, k'_1 \leq k_1, k'_2 \leq k_2, i \leq k \), a multiset \( X \) containing elements from \( V(G) \) and \( Y \subseteq V(G) \) such that \(|X| \leq 2, |Y| \leq 1, |X \cup Y| \leq 2 \) and \( X \cap Y = \emptyset \), we define a family \( Q(T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y) \) of subsets of \( (V_G)^2 \) as follows. For any \( B \subseteq E(G) \) and \( A \subseteq \overline{E(G)} \), \( B \cup A \in Q(T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y) \) if the following conditions are met:

(a) \( |E(G[\text{Green}]) \cap B| = k'_1, |B \setminus E(G[\text{Green}])| = k'_2 \) and \( |B \cup A| = i \).

(b) For any \( v \in \text{Green} \), the number of edges in \( B \) which are incident to \( v \) is exactly equal to \( T'_m(v) + T'_g(v) + X(v) \). That is, for all \( v \in \text{Green} \), \( |B \cap E_G(v)| = T'_m(v) + T'_g(v) + X(v) \).

(c) \( |X_{B,f}| = |X| \) and \( X_{B,f} \subseteq S(G-B,f) \setminus T_r \).

(d) \( G-B \) has at most \( k-k'+1 \) connected components.

(e) There is a proper deficiency map \( \psi' : (S(G-B,f) \cup T'_g \cup Y) \setminus (T'_r \cup X_{B,f}) \rightarrow (S(G-B,f) \cup T'_g \cup Y) \setminus (T'_r \cup X_{B,f}) \) such that \( A = E_{\psi'} \). Furthermore, for \( w \in Y \), if \( \psi'(w) = u(j) \) for some \( j \) then \( T_m(u) = T'_m(u) \).
In condition (e) we demanded the following: for \( w \in Y \), if \( \psi'(w) = u(j) \) for some \( j \) then \( T_m(u) = T'_m(u) \). We explain the reason for doing this. In our algorithm if \( Y \neq \emptyset \), then the last operation is an addition operation with an edge incident to \( w \). If \( (u, w) \) is the edge added in the last operation then in the proper deficiency map \( \psi \), \( w \) maps to \( u(j) \) for some \( j \). The only reason we did not stop at \( u \) is because either \( u \in \text{Red} \) or \( u \in \text{Green} \) and \( T_m(u) = T_m(u) \). Thus, in some sense this condition helps us in knowing when the current alternating walk we are constructing will stop.

For \( T'_m \subseteq T_m \), \( T'_g \subseteq T_g \), \( T'_r \subseteq T_r \), \( k'_1 \leq k_1, k'_2 \leq k_2 \), \( i \leq k \), a multiset \( X \) containing elements from \( V(G) \) and \( Y \subseteq V(G) \), we say that the tuple \( (T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y) \) is a valid tuple if the following happens.

1. \( |X| \leq 2, |Y| \leq 1, |X \cup Y| \leq 2 \) and \( X \cap Y = \emptyset \)
2. For \( w \in Y \), \( w(j) \notin T'_r \) for all \( j \).
3. If \( u(j) \in T'_g \) then \( u(j') \in T'_g \) for all \( 0 < j' < j \).
4. For any \( v \in X \), \( T_m(v) = T'_m(v) \).

For the correctness of the algorithm, it is enough to focus on partial solutions defined over valid tuples. We have already explained that the cardinality of \( |X| \leq 2 \) and \( |Y| \leq 1 \). Also note that if we have a partially constructed alternating (closed) walk then its current end vertex will be either in \( X \) or \( Y \). If we are constructing an alternating closed walk then its starting vertex will also be in \( X \). Because of this \( |X \cup Y| \leq 2 \). When both \( X \) and \( Y \) are non-empty then we are constructing an alternating closed walk stating at a vertex \( x \in X \) and at present it ends at a vertex \( w \in Y \). If \( x = w \), then we could have greedily completed this closed walk. Hence, \( X \cap Y \neq \emptyset \). For any set of partial solution \( B \cup A \in Q(T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y) \), we have a proper deficiency map \( \psi \) over \( (S(G - B, f) \cup T'_g \cup Y) \setminus (T'_r \cup X_B, f) \). If \( u(j) \in S(G - B, f) \) then \( u(j') \in S(G - B, f) \) for all \( j' \leq j \). Since \( T'_g \) also accounts for the number of edges deleted from each green (along with \( T'_m \) and \( X \)), the condition (3) of the valid tuple is a sanity check. Conditions (2) and (4) are another set of sanity checks which we have already explained.

Now we prove that in fact \( Q(T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y) \) is “a correct notion of partial solution”.

**Lemma 15.2.** Let \( (G, f, k) \) be an Yes instance of ECG with a solution \( D \cup A \) such that \( D \subseteq E(G), A \subseteq \overline{E(G)} \), \( |D \cap E(G[\text{Green}])| = k_1, |D \setminus E(G[\text{Green}])| = k_2 \).
exists deficiency map over $S(G - D, f)$ such that $E_{\psi} = A$. Then for each $i \leq k$, there exists $D' \cup A' \subseteq D \cup A$ and a valid tuple $(T_m', T_g', T_r', k'_1, k'_2, i, X, Y)$ such that $D' \cup A' \in Q(T_m', T_g', T_r', k'_1, k'_2, i, X, Y)$ and there is a proper deficiency map $\psi'$ over $R = (S(G - D', f) \cup T_g' \cup Y') \setminus (T_r' \cup X_{D', f})$ with the property that $E_{\psi'} = A'$.

Proof. We prove the lemma by induction on $i$. For $i = 0$ we set $D', A' = \emptyset$ and so $D' \cup A' \in Q(\emptyset, \emptyset, T_r, 0, 0, 0, \emptyset, \emptyset)$. It is obvious to see that $D' \cup A'$ satisfy the conditions (a), (b), (c) and (e) of being in the family $Q(\emptyset, \emptyset, T_r, 0, 0, 0, \emptyset, \emptyset)$. Since $D \cup A$ is a solution of ECG, $G$ has at most $k - k' + 1$ connected components, and hence $D' \cup A'$ satisfy the condition (d) of being in the family $Q(\emptyset, \emptyset, T_r, 0, 0, 0, \emptyset, \emptyset)$. Assume that the statement is true for $i - 1$. That is, there exists $D' \cup A' \subseteq D \cup A$ and a valid tuple $(T_m', T_g', T_r', k'_1, k'_2, i - 1, X, Y)$ such that $D' \cup A' \in Q(T_m', T_g', T_r', k'_1, k'_2, i - 1, X, Y)$ and there is a proper deficiency map $\psi'$ over $R = (S(G - D', f) \cup T_g' \cup Y') \setminus (T_r' \cup X_{D', f})$ with the property that $E_{\psi'} = A'$. We need to show that the statement hold for $i$.

Case 1: $X, Y = \emptyset$.

Since $i - 1 < k$, we have that $D' \neq D$ or $A' \neq A$.

Subcase (i): $D' \neq D$. Let $e = (x, y) \in D \setminus D'$. Let $D'' = D' \cup \{e\}$ and $Y' = \emptyset$. Now we explain how to construct $X'$. The set $X'$ is a subset of $\{x, y\}$. If $x \in \text{Green}$ and $x \notin T_m \setminus T_m'$, then we add $x$ to $X'$. If $x \in \text{Red}$, then we add $x$ to $X'$. Similar case holds for $y$ as well. We set $X' = \{z \in \{x, y\} \mid z \notin T_m \setminus T_m'\}$. Note that if $z \in \{x, y\}$ is a $\text{Red}$ vertex, then $z \notin T_m \setminus T_m'$. The following claim follows from the definition of $X'$.

Claim 15.2. Let $z \in \{x, y\} \cap \text{Green}$. Then $z \notin X'$ if and only if $z \in T_m \setminus T_m'$.

Let $T'' = T_m' \cup \{(x, y) \cap (T_m \setminus T_m')\}$. That is, we add those elements from $\{x, y\}$ to $T_m'$ that appear in $T_m \setminus T_m'$. Now we define $k''_1 = k'_1 + 1$ and $k''_2 = k'_2$ if $e \in E(G[\text{Green}])$, otherwise $k''_1 = k'_1$ and $k''_2 = k'_2$. Now we claim that $D'' \cup A' \in Q(T''_m, T''_g, T''_r, k''_1, k''_2, i, X', Y')$ and $(T''_m, T''_g, T''_r, k''_1, k''_2, i, X', Y')$ is a valid tuple. Since $|X'| \leq 2$, $Y' = \emptyset$, and $(T'_m, T'_g, T'_r, k'_1, k'_2, i - 1, X, Y)$ is a valid tuple, $(T''_m, T''_g, T''_r, k''_1, k''_2, i, X', Y')$ satisfies properties (1), (2) and (3) of a valid tuple. Because of Claim 15.2, the tuple $(T''_m, T''_g, T''_r, k''_1, k''_2, i, X', Y')$ satisfies property (4) of a valid tuple. Since $D' \cup A' \in Q(T''_m, T''_g, T''_r, k''_1, k''_2, i - 1, \emptyset, \emptyset)$ and $D'' = D' \cup \{(x, y)\}$, the subset $D'' \cup A'$ satisfies the following conditions.
Thus we conclude that

(a) $|D'' \cap E(G[\text{Green}])| = k''_1$, $|D'' \setminus E(G[\text{Green}])| = k''_2$ and $|D'' \cup A'| = i$.

(b) Due to Claim 15.2 and the definition of $T''_m$, we have that for any $v \in \text{Green}$,

$|D'' \cap E_G(v)| = T''_m(v) + X'(v) + T'_g(v)$.

(c) Since for any $v \in X'$, $d_{G - D''}(v) < f(v)$, we have that $|X'| = |X'_{D'',f}|$ and $X'_{D'',f} \subseteq S(G - D'', f) \setminus T_r$.

(d) Since $D \cup A$ is a solution of ECG, by Lemma 15.1, we have that $G - D$ has at most $k - k' + 1$ connected components. This implies that $G - D''$ has at most $k - k' + 1$ connected components.

(e) Since $S(G - D'', f) \cup T'_g = S(G - D', f) \cup T'_g \cup X'_{D'',f}$ and $(S(G - D', f) \cup T'_g) \cap X'_{D'',f} = \emptyset$, we have that $(S(G - D', f) \cup T'_g) \setminus T_r = (S(G - D'', f) \cup T'_g) \setminus (T_r \cup X'_{D'',f})$. This implies that $\psi'$ is proper deficiency map over $(S(G - D'', f) \cup T'_g) \setminus (T_r \cup X'_{D'',f})$.

Subcase (ii): $D' = D$. In this subcase we have that $A' \neq A$. Let $(x, y) \in A \setminus A'$. Let $A'' = A' \cup \{(x, y)\}$. Note that $E_\psi = A$ and $E_{\psi'} = A'$. Since $D' = D$, for all $v \in \text{Green}$ the number of edges in $D'$ which are incident to $v$ is equal to $\Phi(v)$. Also, note that $T'_m(v) + T'_g(v) = \Phi(v)$. This implies that $T''_m = T'_m$ and $T''_g = T'_g$. Since $\psi$ is a proper deficiency map over $S(G - D, f) = S(G - D, f) \cup T'_g$, $\psi'$ is a proper deficiency map over $(S(G - D', f) \cup T'_g) \setminus T_r$ and $(x, y) \in E_\psi \setminus E_{\psi'}$, there exists $j, j'$ such that $x(j), y(j') \in T_r$. Now we claim that $D' \cup A'' \in Q(T''_m, T''_g, T'_r, k''_1, k''_2, i, X', Y')$. Since $D' \cup A''$ satisfies conditions (a), (b), (c) and (d) of being in the family $Q(T''_m, T''_g, T'_r, k''_1, k''_2, i - 1, 0, 0)$. Now we need to show that $D' \cup A''$ satisfies condition (e). Consider the bijection $\psi''$ defined over $(S(G - D', f) \cup T'_g) \setminus \{x(j), y(j')\})$ as follows.

$$\psi''(q) = \begin{cases} g(j') & \text{if } q = x(j) \\ x(j) & \text{if } q = y(j') \\ \psi'(q) & \text{otherwise} \end{cases}$$

Note that $E_{\psi''} = A'' \subseteq A$. Since $\psi'$ is a proper deficiency map, $\psi''(x(j)) = y(j')$, $\psi''(y(j')) = x(j)$, $E_{\psi''}$ is not a multiset and $E_{\psi''} \cap E(G) = \emptyset$, we have that $\psi''$ is a proper deficiency map. It is easy to see that $(T''_m, T''_g, T'_r, k''_1, k''_2, i - 1, 0, 0)$ is a valid tuple.
Case 2: \( X \neq \emptyset, Y = \emptyset \).

Let \( v \in X \) and let \( j \) be the smallest integer such that \( v(j) \in X_{D', f} \). Since \( X_{D', f} \subseteq S(G - D', f) \setminus T_r \), we have that \( v(j) \in S(G - D', f) \subseteq S(G - D, f) \). Also since \( \psi' \) is a proper deficiency map over \( (S(G - D', f) \cup T_g) \setminus (T'_g \cup X_{D', f}) \) and \( E_{\psi'} \subseteq E_{\psi} \), there exists \( b \in V(G) \) such that \( (v, b) \notin E_{\psi'} \) and \( (v, b) \in E_{\psi} \). Let \( A'' = A' \cup \{(v, b)\} \).

**Subcase (i):** \( b \in X \). In this subcase the set \( X' = \emptyset \). Let \( j' = f(b) - d_{G-D'}(b) \).

Note that \( \{v(j), b(j')\} = X_{D', f} \subseteq S(G - D', f) \setminus T_r \). Let \( T''_g = T'_g \cup \{(v(j), b(j'))\} \cap T_g \).

If \( v \in \text{Green} \), then we know that \( |E_{G}(v) \cap D'| = T''_m(v) + T''_g(v) + X(v) \) and \( X(v) = 1 \).

Since the new set \( X' = \emptyset \), to keep track of the cardinality \( |E_{G}(v) \cap D'| \) we include \( v(j) \) to \( T''_g \). The Claim 15.3 ensures that \( v(j) \) does not belongs to \( T''_g \). The similar arguments holds for \( b \) as well.

**Claim 15.3.** If \( v \in \text{Green} \), then \( v(j) \notin T''_g \) and \( v(j - 1) \in T''_g \)

**Proof.** Since \( \{v, b\} = X, j = f(v) - d_{G-D'}(v) \). This implies that,

\[
|E_{G}(v) \cap D'| = j + d_{G}(v) - f(v) = j + T_m(v)
\]

(15.1)

We also know that, by the property \( b \) of partial solutions,

\[
|E_{G}(v) \cap D'| = T'_m(v) + T'_g(v) + X(v) \\
= T_m(v) + T'_g(v) + X(v) \quad (\therefore v \in X) \tag{15.2}
\]

Equations (15.1) and (15.2) implies that \( j = T'_g(v) + X(v) \). This implies \( T'_g(v) = j - 1 \) because \( |X(v)| = 1 \). Thus we can conclude that \( v(j) \notin T'_g \) and \( v(j - 1) \in T'_g \) \( \square \)

Similarly way we can prove the following claim.

**Claim 15.4.** If \( b \in \text{Green} \), then \( b(j') \notin T'_g \) and \( b(j' - 1) \in T'_g \)

We claim that \( D' \cup A'' \in Q(T'_m, T''_g, T'_r, k'_1, k'_2, i, \emptyset, 0) \). We know that \( D' \cup A' \in Q(T'_m, T'_g, T'_r, k_1, k_2, i - 1, X, \emptyset) \). Thus, by Claims 15.3 and 15.4, we can conclude that \( D' \cup A'' \) satisfies conditions (a), (b), (c) and (d) of being in \( Q(T'_m, T''_g, T'_r, k'_1, k'_2, i, \emptyset, 0) \).

Now we need to show that \( D' \cup A'' \) satisfies condition (e). Consider the bijection \( \psi'' \)
over \((S(G - D'), f) \cup T''_g) \setminus T'_r\) as follows.

\[
\psi''(q) = \begin{cases} 
  b(j') & \text{if } q = v(j) \\
  v(j) & \text{if } q = b(j') \\
  \psi'(q) & \text{otherwise}
\end{cases}
\]

Note that that \(E_{\psi''} = A''\). Since \(\psi'\) is a proper deficiency map, \(\psi''(u(j)) = v(j')\), \(\psi''(v(j')) = u(j)\), \(E_{\psi''}\) is not a multiset and \(E_{\psi''} \cap E(G) = \emptyset\), we have that \(\psi''\) is a proper deficiency map. It is easy to see that \((T'_m, T''_g, T'_r, k'_1, k'_2, i, \emptyset, \emptyset)\) satisfy properties (1), (2) and (4) of a valid tuple. Claim 15.3 and Claim 15.4 implies that \((T'_m, T''_g, T'_r, k'_1, k'_2, i, \emptyset, \emptyset)\) satisfy property (3) of a valid tuple.

**Subcase (ii):** \(b \not\in X\) and \(b(j') \in T'_r\) for some \(j'\). Let \(T''_g = T'_g \cup \{v(j)\} \cap T_g\).

**Claim 15.5.** If \(v \in \text{Green}\), then \(v(j) \not\in T'_g\) and \(v(j - 1) \in T'_g\).

**Proof.** If \(X(v) = 1\), then the proof is same as the proof of Claim 15.3. Suppose \(X(v) = 2\). Since \(\{v, v\} = X, j = f(v) - d_{G - D'}(v) - 1\). This implies that,

\[
|E_G(v) \cap D'| = j + 1 + d_G(v) - f(v) = j + 1 + T_m(v) \tag{15.3}
\]

We also know that, by the property \(b\) of partial solutions,

\[
|E_G(v) \cap D'| = T'_m(v) + T'_g(v) + X(v) = T_m(v) + T'_g(v) + 2 \quad (\because v \in X) \tag{15.4}
\]

Equations (15.3) and (15.4) implies that \(j - 1 = T'_g(v)\). Thus we can conclude that \(v(j) \notin T'_g\) and \(v(j - 1) \in T'_g\). \(\Box\)

Now we claim that \(D' \cup A'' \in Q(T'_m, T''_g, T'_r \setminus \{b(j')\}, k'_1, k'_2, i, X', \emptyset)\) where \(X' = X \setminus \{v\}\). Since \(D' \cup A' \in Q(T'_m, T''_g, T'_r, k'_1, k'_2, i - 1, X, \emptyset)\) and by Claim 15.5, we can conclude that \(D' \cup A''\) satisfies conditions (a), (b), (c) and (d) of being in the family \(Q(T'_m, T''_g, T'_r \setminus \{b(j')\}, k'_1, k'_2, i, X', \emptyset)\). Now we need to show that \(D' \cup A''\) satisfies condition (e). Consider the bijection \(\psi''\) over \((S(G - D', f) \cup T''_g) \setminus ((T'_r \setminus \{b(j')\}) \cup X'_{D', f})\) as follows.

\[
\psi''(q) = \begin{cases} 
  b(j') & \text{if } q = v(j) \\
  v(j) & \text{if } q = b(j') \\
  \psi'(q) & \text{otherwise}
\end{cases}
\]
Note that $E_{\psi''} = A'' \subseteq A$. Since $\psi'$ is a proper deficiency map, $\psi''(v(j)) = b(j')$, $\psi''(b(j')) = v(j)$, $E_{\psi''}$ is not a multiset and $E_{\psi''} \cap E(G) = \emptyset$, we have that $\psi''$ is a proper deficiency map. Since $X' \subseteq X$ and $(T_m', T_g', T_r', k_1', k_2', i - 1, X', \emptyset)$ is a valid tuple, we have that $(T_m', T_g', T_r' \setminus \{b(j')\}, k_1', k_2', i, X', \emptyset)$ satisfies properties (1), (2) and (4) of a valid tuple. Claim 15.5 implies that $(T_m', T_g', T_r' \setminus \{b(j')\}, k_1', k_2', i, X', \emptyset)$ satisfies property (3).

**Subcase (iii):** $b \notin X$ and $b(j') \notin T_r'$ for all $j'$. Let $T_g'' = T_g' \cup \{v(j)\} \cap T_g$.

**Claim 15.6.** If $v \in \text{Green}$, then $v(j) \notin T_g'$ and $v(j - 1) \in T_g'$.

Proof of Claim 15.6 is same as the proof of Claim 15.5. Now we claim that $D' \cup A'' \in Q(T_m', T_g', T_r', k_1', k_2', i, X', Y')$, where $X' = X \setminus \{v\}$ and $Y' = \{b\}$. Since $D' \cup A' \in Q(T_m', T_g', T_r', k_1', k_2', i - 1, X, \emptyset)$, $X' \subseteq X$, and by Claim 15.6, we can conclude that $D' \cup A''$ satisfies conditions (a), (b), (c) and (d) of being in the family $Q(T_m', T_g', T_r', k_1', k_2', i, X', Y')$. Now we need to show that $D' \cup A''$ satisfies condition (e). Consider the bijection $\psi''$ over $(S(G - D', f) \cup T_g'' \cup \{b\}) \setminus (T_r' \cup X'_{D', j})$ defined as follows.

$$
\psi''(q) = \begin{cases} 
  b & \text{if } q = v(j) \\
  v(j) & \text{if } q = b \\
  \psi''(q) & \text{otherwise}
\end{cases}
$$

Note that that $E_{\psi''} = E_{\psi} \cup \{e\} = A''$. Since $\psi'$ is a proper deficiency map, $\psi''(v(j)) = b$, $\psi''(b) = v(j)$, $E_{\psi''}$ is not a multiset and $E_{\psi''} \cap E(G) = \emptyset$, we have that $\psi''$ is a proper deficiency map. Also note that $\psi''(b) = v(j)$ and $T_m(v) = T_m'(v)$, because $v \in X$ and $(T_m', T_g', T_r', k_1', k_2', i - 1, X, \emptyset)$ is a valid tuple. Since $X' \subseteq X$, $Y' = \{b\}$, $b(j') \notin T_r'$ for all $j'$ and $(T_m', T_g', T_r', k_1', k_2', i - 1, X, \emptyset)$ is a valid tuple, we have that $(T_m', T_g', T_r', k_1', k_2', i, X', Y')$ satisfies properties (1), (2) and (4) of a valid tuple. Claim 15.5 implies that $(T_m', T_g', T_r' \setminus \{b(j')\}, k_1', k_2', i, X', \emptyset)$ satisfies property (3).

**Case 3:** $Y \neq \emptyset$.

Let $Y = \{w\}$. Since $(T_m', T_g', T_r', k_1', k_2', i - 1, X, Y)$ is a valid tuple and $|Y| = 1$, we have that $|X| \leq 1$. We claim that there exists $x \in V(G)$ such that $(w, x) \in D \setminus D'$. Suppose not, then $d_{G - D'}(w) = d_{G - D}(w)$. This implies that $d_{G - D' + A'}(w) = d_{G - D + A'}(w)$. We know that $\psi'$ is a proper deficiency map over $(S(G - D', f) \cup T_g'' \cup \{w\}) \setminus (T_r' \cup X'_{D', f})$, $E_{\psi'} = A'$ and $w(i') \notin T_r' \cup X'_{D', f}$ for all $i'$. This implies that $d_{G - D' + A'}(w) \geq f(w) + 1$ and hence $d_{G - D + A}(w) > f(w)$, contradicting the fact
that $D \cup A$ is a solution to ECG. Thus we know that there exists $x$ such that $(w, x) \in D \setminus D'$. Let $D'' = D' \cup \{(w, x)\}$ and $X' = X \cup \{z | z = x, x \notin T_m \setminus T_m'\}$. Note that $|X'| \leq 2$, because $|X| \leq 1$. Let $T_m'' = T_m' \cup \{(x) \cap (T_m \setminus T_m')\}$. The following claim follows from the definition of $X'$.

**Claim 15.7.** Let $x \in \text{Green}$. Then $x \notin X' \setminus X$ if and only if $x \in T_m \setminus T_m'$.

**Subcase (i):** $w \in \text{Green}$. Let $k''_1 = k'_1 + 1, k''_2 = k'_2$ if $(w, x) \in E(G[\text{Green}])$, otherwise $k'_1, k''_2 = k'_2 + 1$. We claim that there exists $j \in \mathbb{N}^+$ such that $w(j) \in T_g \setminus T_g'$. Suppose not. Since $\psi'$ is a proper deficiency map over $(S(G - D') \cup T_g' \cup \{w\} \cup (T_i \cup X_{D', f}))$ such that $E_\psi' = A' \subseteq A$ and $w(j) \notin T_g \setminus T_g'$ for all $j$, we can conclude that the number of edges in $A'$ which are incident to $w$ is at least $1 + \{|w(j') | j' \in \mathbb{N}^+, w(j') \in T_g\} = 1 + \Phi(w) - (d_G(w) - f(w))$. This implies that $d_{G-D+A}(w) \geq d_{G-D+A'}(w) \geq d_G(w) - |E_G(v) \cap D| + 1 + \Phi(w) - (d_G(w) - f(w)) = d_G(w) - \Phi(w) + 1 + \Phi(w) - (d_G(w) - f(w)) > f(w)$, which is a contradiction to the fact that $D \cup A$ is a solution of ECG. Without loss of generality let $j$ be the smallest integer such that $w(j) \in T_g \setminus T_g'$. Now we show that $D'' \cup A' \in \mathcal{Q}(T_m'' , T_g'' , T_r'' , k''_1, k''_2, i, X', \emptyset)$, where $T_g'' = T_g' \cup \{w(j)\}$. Since $D' \cup A' \in \mathcal{Q}(T_m', T_g', T_r', k'_1, k'_2, i-1, X, Y)$ and $D'' = D' \cup \{(w, x)\}$, the subset $D'' \cup A'$, satisfies the following conditions.

(a) $|D'' \cap E(G[\text{Green}])| = k''_1$, $|D'' \setminus E(G[\text{Green}])| = k''_2$ and $|D'' \cup A'| = i$.

(b) For any $v \in \text{Green},$

$$|D'' \cap E_G(v)| = \begin{cases} T_m''(v) + T_g''(v) + X(v) + 1 & \text{if } v \in \{w, x\} \\ T_m''(v) + T_g''(v) + X(v) & \text{if } v \notin \{w, x\} \end{cases}$$

$$= \begin{cases} T_m''(v) + T_{g''}(v) + X(v) & \text{if } v = w \text{ (By definition of } T_{g''}) \\ T_m''(v) + T_{g''}(v) + X'(v) & \text{if } v = x \text{ (Due to Claim 15.7)} \\ T_m''(v) + T_{g''}(v) + X'(v) & \text{if } v \notin \{w, x\} \end{cases}$$

$$= T_m''(v) + T_{g''}(v) + X'(v)$$

(c) $|X'| = 1 + \{|z | z = x, x \notin T_m \setminus T_m'\} = |X_{D', f}'| \text{ and } X_{D', f}' \subseteq S(G - D'', f) \setminus T_r$.

(d) Since $D \cup A$ is a solution of ECG, by Lemma 15.1, we have that $G - D$ has at most $k - k' + 1$ connected components. This implies that $G - D''$ has at most $k - k' + 1$ connected components.
Now we need to show that $D'' \cup A'$, satisfies the condition (e). Consider the bijection $\psi''$ over $(S(G - D'') \cup T''_g) \setminus (T'_r \cup X'_{D'', f})$ as follows.

$$
\psi''(q) = \begin{cases} 
\psi'(w) & \text{if } q = w(j) \\
w(j) & \text{if } q = \psi'(w) \\
\psi'(q) & \text{otherwise}
\end{cases}
$$

The function $\psi''$ is a proper deficiency map such that $E_{\psi''} = A'$. Since the tuple $(T'_m, T'_g, T'_r, k'_1, k'_2, i - 1, X, Y)$ is a valid tuple, $|X'| \leq 2$ and $j$ is the smallest integer such that $w(j) \in T_g \setminus T'_g$, we have that $(T''_m, T''_g, T'_r, k''_1, k''_2, i, X', \emptyset)$ satisfies properties (1), (2) and (3) of a valid tuple. Due to Claim 15.7, $(T''_m, T''_g, T'_r, k''_1, k''_2, i, X', \emptyset)$ satisfies property (4) of a valid tuple.

**Subcase (ii):** $w \in \text{Red}$. In this subcase we claim that $D'' \cup A' \in \mathcal{Q}(T''_m, T''_g, T'_r, k''_1, k''_2 + 1, i, X', \emptyset)$. Let $j = f(w) - d_{G - D''}(w)$. Since $D' \cup A' \in \mathcal{Q}(T'_m, T'_g, T'_r, k'_1, k'_2, i - 1, X, Y)$ and $D'' = D' \cup \{(w, x)\}$, the subset $D'' \cup A'$, satisfies the following conditions.

(a) $|D'' \cap E(G[\text{Green}])| = k'_1$, $|D'' \setminus E(G[\text{Green}])| = k'_2 + 1$ and $|D'' \cup A'| = i$.

(b) For any $v \in \text{Green},$

$$
|D'' \cap E_G(v)| = \begin{cases} 
T'_m(v) + T'_g(v) + X(v) + 1 & \text{if } v = x \\
T'_m(v) + T'_g(v) + X(v) & \text{if } v \neq x
\end{cases}
$$

$$
= T'_m(v) + T'_g(v) + X'(v) \quad (\text{Due to claim 15.7})
$$

(c) $|X'| = 1 + |\{z|z = x, x \notin T_m \setminus T'_m\}| = |X'_{D'', f}|$ and $X'_{D'', f} \subseteq S(G - D'', f) \setminus T_r$.

(d) $G - D''$ has at most $k - k' + 1$ connected components.

Now we need to show that $D'' \cup A'$, satisfies the condition (e). Consider the bijection $\psi''$ over $(S(G - D'') \cup T''_g) \setminus (T'_r \cup X'_{D'', f})$ as follows.

$$
\psi''(q) = \begin{cases} 
\psi'(w) & \text{if } q = w(j) \\
w(j) & \text{if } q = \psi'(w) \\
\psi'(q) & \text{otherwise}
\end{cases}
$$

The function $\psi''$ is a proper deficiency map such that $E_{\psi''} = A'$. Since the tuple $(T'_m, T'_g, T'_r, k'_1, k'_2, i - 1, X, Y)$ is a valid tuple, $|X'| \leq 2$, we have that $(T''_m, T''_g, T'_r, k''_1, k''_2 + 1, i, X', \emptyset)$ satisfies properties (1), (2) and (3) of a valid tuple. Due to claim 15.7, $(T''_m, T''_g, T'_r, k''_1, k''_2 + 1, i, X', \emptyset)$ satisfies property (4) of a valid tuple.

$\square$
Our algorithm is based on DP. It keeps a table entry $D[T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y]$ for each valid tuple $(T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y)$. The idea is to store a subset of the family $Q(T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y)$ in the DP table entry $D[T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y]$ which is sufficient to maintain the correctness of the algorithm. Next we write the recurrence relation for $D[T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y]$ and prove its correctness. Towards that consider the following ♦ and ◇ operations defined as follows. For any family $S$ of subsets of $\binom{V(G)}{2}$, $e \in E(G)$, and $e' \in \overline{E(G)}$,

$$
S\bullet e = \{B \cup A \cup \{e\} \mid A \cup B \in S, B \subseteq E(G) \setminus \{e\}, A \subseteq \overline{E(G)}, G - (B \cup \{e\}) \text{ has at most } k - k' + 1 \text{ connected components}\}
$$

$$
S \circ e' = \{B \cup A \cup \{e'\} \mid A \cup B \in S, B \subseteq E(G), A \subseteq \overline{E(G)} \setminus \{e'\}\}
$$

Now we write the recurrence relation. For $i = 0$, we have the following base cases.

$$
D[T'_m, T'_g, T'_r, 0, 0, 0, X, Y] : = \begin{cases} 
\emptyset & \text{if } T'_m, T'_g, X, Y = \emptyset, \text{ and } T'_r = T_r \\
\emptyset & \text{otherwise}
\end{cases}
$$

(15.5)

For any invalid tuple $(T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y)$, we set $D[T'_m, T'_g, k'_1, k'_2, i, X, Y] = \emptyset$. Now we describe how to compute DP table entry for $D[T'_m, T'_g, T'_r, k'_1, k'_2, i + 1, X, Y]$ for a valid tuple $(T'_m, T'_g, T'_r, k'_1, k'_2, i + 1, X, Y)$ using the previously calculated table entries. We write the following recurrence by following Lemma 15.2. That is, we see which all cases in Lemma 15.2 will lead to the current table entry and for the current table entry we just take the union of previously calculated table entries corresponding to these cases.
Case 1: $X = \emptyset$ and $Y = \emptyset$. 

\[
\mathcal{D}[T'_m, T'_g, T'_r, k'_1, k'_2, i + 1, X, Y] := \\
\bigcup_{(x,y) \in E(G)} \mathcal{D}[T'_m \setminus \{x, y\}, T'_g, T'_r, k'_1 - 1, k'_2, i, \emptyset, \emptyset] \circ \{(x, y)\} \\
\bigcup \left( \bigcup_{(x,y) \in E(G)} \mathcal{D}[T'_m, T'_g, T'_r \cup \{x(j), y(j')\}, k'_1, k'_2, i, \emptyset, \emptyset] \circ \{(x, y)\} \right) \\
\bigcup \left( \bigcup_{(x,y) \in E(G)} \mathcal{D}[T'_m, T'_g \setminus \{x(j), y(j')\}, T'_r, k'_1, k'_2, i, \{x, y\}, \emptyset] \circ \{(x, y)\} \right) \\
\bigcup \left( \bigcup_{(y,x) \in E(G)} \mathcal{D}[T'_m \setminus \{y\}, T'_g, T'_r, k'_1 - 1, k'_2, i, \emptyset, \{y\}] \circ \{(y, x)\} \right) \\
\bigcup \left( \bigcup_{(y,x) \in E(G)} \mathcal{D}[T'_m \setminus \{x\}, T'_g, T'_r, k'_1, k'_2 - 1, i, \emptyset, \{x\}] \circ \{(x, y)\} \right) \\
\bigcup \left( \bigcup_{(x,y) \in E(G)} \mathcal{D}[T'_m, T'_g, T'_r \cup \{y(j)\}, k'_1, k'_2, i, \{x\}, \emptyset] \circ \{(x, y)\} \right) \quad (15.6)
\]
Case 2: $x \in X \neq \emptyset$ and $Y = \emptyset$.

$$
\mathcal{D}[T'_m, T'_g, T'_r, k'_1, k'_2, i + 1, X, Y] := \\
\bigcup_{(x,y) \in E(G|\text{Green})} \mathcal{D}[T'_m, T'_g, T'_r, k'_1 - 1, k'_2, i, x, \emptyset, \emptyset] \cdot \{(x,y)\} \\
\bigcup_{y \in X, \exists j \in T'_g(x) = T'_m(x)} \mathcal{D}[T'_m, T'_g, T'_r, k'_1, k'_2 - 1, i, \emptyset, \emptyset] \cdot \{(x,y)\} \\
\bigcup_{(x,y) \in E(G|\text{Red}), T'_m(x) = T'_m(x)} \mathcal{D}[T'_m \setminus \{y\}, T'_g, T'_r, k'_1 - 1, k'_2, i, x \setminus \{x\}, \emptyset] \cdot \{(x,y)\} \\
\bigcup_{y \notin X, x \in \text{Red}, y \notin X, y \in T'_m} \mathcal{D}[T'_m \setminus \{y\}, T'_g \setminus \{z(j)\}, T'_r, k'_1, k'_2, i, x \setminus \{x\}, \emptyset] \cdot \{(x,z)\} \\
\bigcup_{(x,y) \in E(G)} \mathcal{D}[T'_m \setminus \{z\}, T'_g \setminus \{y(j)\}, T'_r, k'_1 - 1, k'_2, i, x \setminus \{x\}, \emptyset] \cdot \{(y,x)\} \\
\bigcup_{(y,x) \in E(G)} \mathcal{D}[T'_m \setminus \{y(j)\}, T'_g, T'_r, k'_1, k'_2, i, x \setminus \{x\}, \emptyset] \cdot \{(y,x)\} \\
\bigcup_{(x,y) \in E(G)} \mathcal{D}[T'_m \setminus \{y(j)\}, T'_g, T'_r, k'_1 - 1, k'_2, i, x \setminus \{x\}, \emptyset] \cdot \{(y,x)\} \\
\bigcup_{(y,z) \in E(G) \setminus \{j = T'_g(y)\}} \mathcal{D}[T'_m \setminus \{z\}, T'_g \setminus \{y(j)\}, T'_r, k'_1, k'_2, i, x \setminus \{x\}, \emptyset] \cdot \{(y,x)\} \\
\bigcup_{(y,x) \in E(G)} \mathcal{D}[T'_m \setminus \{y\}, T'_g, T'_r, k'_1, k'_2 - 1, i, x \setminus \{x\}, \emptyset] \cdot \{(y,x)\} \\
\bigcup_{(y,z) \in E(G)} \mathcal{D}[T'_m \setminus \{z\}, T'_g, T'_r, k'_1, k'_2 - 1, i, x \setminus \{x\}, \emptyset] \cdot \{(y,x)\}$$

(15.7)
Lemma 15.3. Let \( (D, \exists, \text{deficiency map over } S) \). For \( i \) we prove the lemma by induction on \( i \).

Proof. Lemma 15.4. Let \( (G, f, k) \) be an \textbf{Yes} instance of \textsc{ECG} with a solution \( D \cup A \) such that \( D \subseteq E(G), A \subseteq \overline{E(G)}, |D \cap E(G[\text{Green}])| = k_1, |D \setminus E(G[\text{Green}])| = k_2, k_1 + k_2 = k' \) and \( |D \cap E_G(v)| = \Phi(v) \) for all \( v \in \text{Green} \). Let \( \psi \) be a proper deficiency map over \( S(G - D, f) \) such that \( E_\psi = A \). Then for each \( i \leq k \), there exists \( D' \cup A' \subseteq D \cup A \) and a valid tuple \( (T_m', T_g', T_r', k_1', k_2', i, X, Y) \) such that \( D' \cup A' \in \mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y] \) and there is a proper deficiency map \( \psi' \) over \( R = (S(G - D', f) \cup T_g' \cup Y) \setminus (T_r' \cup X_{D',f}) \) with the property that \( E_{\psi'} = A' \). Moreover \( D \cup A \in \mathcal{D}[T_m, T_g, \emptyset, k_1, k_2, k, \emptyset, \emptyset] \).

Proof. We prove the lemma by induction on \( i \) and its proof is very much similar to the proof of Lemma 15.2. For \( i = 0 \) we set \( D', A' = \emptyset \) and by definition, \( \emptyset \in \mathcal{D}[\emptyset, \emptyset, T_r, 0, 0, 0, \emptyset, \emptyset] \). We assume that the statement is true for \( i - 1 \). That is, there exists \( D' \cup A' \subseteq D \cup A \) and a valid tuple \( (T_m', T_g', T_r', k_1', k_2', i - 1, X, Y) \) such that

\[
\mathcal{D}[T_m', T_g', T_r', k_1', k_2', i + 1, X, Y] := \bigcup_{(x,y) \in E(G), j = T_g'(v)} \mathcal{D}[T_m', T_g \setminus \{x(j)\}, T_r', k_1', k_2', i, X', \emptyset] \circ \{(x, y)\}
\]

(15.8)

The algorithm computes the family \( \mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y] \) for all valid tuple \( (T_m', T_g', T_r', k_1', k_2', i, X, Y) \) and if there exists \( D \cup A \in \mathcal{D}[T_m, T_g, \emptyset, k_1, k_2, k, \emptyset, \emptyset] \) such that \( D \cup A \) is a solution to \textsc{ECG}, then outputs \textbf{Yes}, otherwise outputs \textbf{No}. Since the size of \( \mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y] \) can potentially be \( n^{O(i)} \), this algorithm takes time \( n^{O(k)} \). Now we prove the correctness of the algorithm.

Correctness. If the algorithm outputs \textbf{Yes}, then there exists \( D \cup A \) which is a solution to \textsc{ECG}. Now we need to show that if the input instance is an \textbf{Yes} instance, then the algorithm will always output \textbf{Yes}. Lemma 15.4 achieves this. The following lemma is useful for Lemma 15.4 and it can be proved by induction on \( i \).

Lemma 15.3. \( \mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y] \subseteq \mathcal{Q}(T_m', T_g', T_r', k_1', k_2', i, X, Y) \), for any valid tuple \( (T_m', T_g', T_r', k_1', k_2', i, X, Y) \).

The next lemma is very similar to Lemma 15.2 and we use some of the arguments used there (for example in showing a particular tuple to be valid) directly in our proof.

Lemma 15.4. Let \( (G, f, k) \) be an \textbf{Yes} instance of \textsc{ECG} with a solution \( D \cup A \) such that \( D \subseteq E(G), A \subseteq \overline{E(G)}, |D \cap E(G[\text{Green}])| = k_1, |D \setminus E(G[\text{Green}])| = k_2, k_1 + k_2 = k' \) and \( |D \cap E_G(v)| = \Phi(v) \) for all \( v \in \text{Green} \). Let \( \psi \) be a proper deficiency map over \( S(G - D, f) \) such that \( E_\psi = A \). Then for each \( i \leq k \), there exists \( D' \cup A' \subseteq D \cup A \) and a valid tuple \( (T_m', T_g', T_r', k_1', k_2', i, X, Y) \) such that \( D' \cup A' \in \mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y] \) and there is a proper deficiency map \( \psi' \) over \( R = (S(G - D', f) \cup T_g' \cup Y) \setminus (T_r' \cup X_{D',f}) \) with the property that \( E_{\psi'} = A' \). Moreover \( D \cup A \in \mathcal{D}[T_m, T_g, \emptyset, k_1, k_2, k, \emptyset, \emptyset] \).

Proof. We prove the lemma by induction on \( i \) and its proof is very much similar to the proof of Lemma 15.2. For \( i = 0 \) we set \( D', A' = \emptyset \) and by definition, \( \emptyset \in \mathcal{D}[\emptyset, \emptyset, T_r, 0, 0, 0, \emptyset, \emptyset] \). We assume that the statement is true for \( i - 1 \). That is, there exists \( D' \cup A' \subseteq D \cup A \) and a valid tuple \( (T_m', T_g', T_r', k_1', k_2', i - 1, X, Y) \) such that

\[
\mathcal{D}[T_m', T_g', T_r', k_1', k_2', i + 1, X, Y] := \bigcup_{(x,y) \in E(G), j = T_g'(v)} \mathcal{D}[T_m', T_g \setminus \{x(j)\}, T_r', k_1', k_2', i, X', \emptyset] \circ \{(x, y)\}
\]

(15.8)
$D' \cup A' \in D[T''_m, T''_g, T'_r, k'_1, k'_2, i - 1, X, Y]$ and there is a proper deficiency map $\psi'$ over $R = (S(G - D', f) \cup T''_g \cup Y) \setminus (T'_r \cup X_{D', f})$ with the property that $E_{\psi'} = A'$.

Due to Lemma 15.3, $D' \cup A' \in Q(T''_m, T''_g, T'_r, k'_1, k'_2, i - 1, X, Y)$. We need to show that the statement holds for $i$.

Case 1 : $X, Y = \emptyset$.

Since $i - 1 < k$, we have that $D' \neq D$ or $A' \neq A$.

Subcase (i): $D' \neq D$. Let $e = (x, y) \in D \setminus D'$. Let $D'' = D' \cup \{e\}$, $X' = \{z \in \{x, y\} \mid z \notin T_m \setminus T'_m\}$ and $Y' = \emptyset$. Let $T''_m = T_m \cup (\{x, y\} \cap (T_m \setminus T'_m))$. We have several cases based on vertices belong to $X'$.

Suppose $X' = \{x, y\}$ and $x, y \in \text{Green}$. By the definition of $X'$, since $x, y \in X'$, we have that $x, y \notin T_m \setminus T'_m$. This implies that $T''_m = T_m$ and $T_m(x) = T_m(y) = T'_m(y)$. Thus by Equation 15.7, $D'' \cup A' \in D[T''_m, T''_g, T'_r, k'_1, k'_2, i - 1, \emptyset, \emptyset]((x, y)) \subseteq D[T''_m, T''_g, T'_r, k'_1 + 1, k'_2, i, X', \emptyset]$.

Suppose $X' = \{x, y\}, x \in \text{Green}$ and $y \in \text{Red}$. By the definition of $X'$, since $x \in X'$, we have that $x \notin T_m \setminus T'_m$. This implies that $T''_m = T_m$ and $T_m(x) = T'_m(x)$. Thus by Equation 15.7, $D'' \cup A' \in D[T''_m, T''_g, T'_r, k'_1, k'_2, i - 1, \emptyset, \emptyset]((x, y)) \subseteq D[T''_m, T''_g, T'_r, k'_1 + 1, k'_2, i, X', \emptyset]$.

Suppose $X' = \{x\}$ and $x \in \text{Green}$. Then by the definition of $X'$, since $x \in X'$ and $y \notin X'$, we have that $x \notin T_m \setminus T'_m$ and $y \in T_m \setminus T'_m$. This implies that $T''_m = T_m \cup \{y\}$ and $T_m(x) = T''_m(x)$. Thus by Equation 15.7, $D'' \cup A' \in D[T''_m \cup \{y\}, T''_g, T'_r, k'_1, k'_2, i - 1, \{x\} \setminus \{x\}, \emptyset]((x, y)) \subseteq D[T''_m, T''_g, T'_r, k'_1 + 1, k'_2, i, X', \emptyset]$.

Suppose $X' = \{x\}$ and $x \in \text{Red}$. By the definition of $X'$, since $y \notin X'$, we have that $y \in T_m \setminus T'_m$. This implies that $T''_m = T_m \cup \{y\}$. Thus by Equation 15.7, $D'' \cup A' \in D[T''_m \cup \{y\}, T''_g, T'_r, k'_1, k'_2, i - 1, \{x\} \setminus \{x\}, \emptyset]((x, y)) \subseteq D[T''_m, T''_g, T'_r, k'_1 + 1, k'_2, i, X', \emptyset]$.

Suppose $X' = \emptyset$. Then by the definition of $X'$, since $x, y \notin X'$, we have that $x, y \in T_m \setminus T'_m$ and $T''_m = T_m \cup \{x, y\}$. Thus by Equation 15.6, $D'' \cup A' \in D[T''_m \setminus \{x, y\}, T''_g, T'_r, k'_1, k'_2, i - 1, \emptyset, \emptyset]((x, y)) \subseteq D[T''_m, T''_g, T'_r, k'_1 + 1, k'_2, i, \emptyset, \emptyset]$.

In all the above cases, we can show that $\psi'$ is a proper deficiency map over $(S(G - D'', f) \cup T''_g) \setminus (T'_r \cup X_{D'', f})$ and its proof is same as the corresponding proof in the Lemma 15.2. By argument similar to the one in the proof of Lemma 15.2, we can show that $(T''_m, T''_g, T'_r, k'_1 + 1, k'_2, i, \emptyset, \emptyset)$ is a valid tuple.
**Subcase (ii):** \( D' = D \). In this subcase we have that \( A' \neq A \). Let \((x, y) \in A \setminus A' \). Let \( A'' = A' \cup \{(x, y)\} \). Note that \( E_{\psi} = A \) and \( E_{\psi'} = A' \). Since \( D' = D \), for all \( v \in \text{Green} \) the number of edges in \( D' \) which are incident to \( v \) and \( \Phi(v) \). Also, note that \( T_m(v) + T_g(v) = \Phi(v) \). This implies that \( T'_m = T_m \) and \( T'_g = T_g \). Since \( \psi \) is a proper deficiency map over \( S(G - D', f) = S(G - D, f) \cup T_g \), \( \psi' \) is a proper deficiency map over \( S(G - D', f) \cup T'_g \) and \( (x, y) \in E_{\psi} \setminus E_{\psi'} \), there exists \( j, j' \) such that \( x(j), y(j') \in T'_r \). Thus by Equation 15.6, \( D' \cup A'' \in D[T'_m, T'_g, T'_r, k'_1, k'_2, i - 1, \emptyset, \emptyset, (x, y)] \subseteq D(T'_m, T'_g, T'_r \setminus \{(x, y)) \setminus \{x(j), y(j')\}) such that \( A'' = E_{\psi''} \) and its proof is same as the corresponding proof in the Lemma 15.2. Since \( D' \cup A' \in Q(T'_m, T'_g, T'_r, k'_1, k'_2, i - 1, X, Y) \), by argument similar to the one in the proof of Lemma 15.2, we can show that \( (T'_m, T'_g, T'_r \setminus \{(x, y)) \setminus \{x(j), y(j')\}), k'_1, k'_2, i, \emptyset, \emptyset) \) is a valid tuple.

**Case 2 :** \( X \neq \emptyset, Y = \emptyset \).

Let \( x \in X \) and let \( j \) be the smallest integer such that \( x(j) \in X_{D', f} \). Since \( X_{D', f} \subseteq S(G - D', f) \setminus T_r \), we have that \( x(j) \in S(G - D', f) \subseteq S(G - D, f) \). Also since \( \psi' \) is a proper deficiency map over \( (S(G - D', f) \cup T'_g) \setminus (T'_r \cup X_{D', f}) \) and \( E_{\psi} \subseteq E_{\psi'} \), there exists \( y \in V(G) \) such that \( (x, y) \notin E_{\psi'} \) and \( (x, y) \in E_{\psi} \). Let \( A'' = A' \cup \{(x, y)\} \).

**Subcase (i):** \( y \in X \). Let \( j' = f(y) - d_{G-D}(y) \). Note that \( \{x(j), y(j')\} = X_{D', f} \subseteq S(G - D', f) \setminus T_r \). Let \( T''_g = T'_g \cup \{(x(j), y(j')) \} \cap T_g \).

**Claim 15.8.** If \( x \in \text{Green}, \) then \( x(j) \notin T'_g \) and \( x(j - 1) \in T'_g \). If \( y \in \text{Green}, \) then \( y(j') \notin T'_g \) and \( y(j - 1) \in T'_g \).

The Claim 15.8 is identical to the Claim 15.3. Thus by Equation 15.6, \( D' \cup A'' \in D[T'_m, T'_g, T'_r, k'_1, k'_2, i - 1, X, \emptyset \cup \{(x, y)\} \subseteq D[T'_m, T'_g, T'_r, k'_1, k'_2, i, \emptyset, \emptyset] \). We can show that there is a proper deficiency map \( \psi'' \) over \( S(G - D', f) \cup T''_g) \setminus T'_r \) such that \( A'' = E_{\psi''} \) and its proof is same as the corresponding proof in the Lemma 15.2. Since \( D' \cup A' \in Q(T'_m, T'_g, T'_r, k'_1, k'_2, i - 1, X, Y) \), by argument similar to the one in the proof of Lemma 15.2, we can show that \( (T'_m, T'_g, T'_r, k'_1, k'_2, i, \emptyset, \emptyset) \) is a valid tuple.

**Subcase (ii):** \( y(j') \in T'_r \) for some \( j' \). Let \( T''_g = T'_g \cup \{(x(j)) \} \cap T_g \).

**Claim 15.9.** If \( x \in \text{Green}, \) then \( x(j) \notin T'_g \) and \( x(j - 1) \in T'_g \).
Claim 15.9 is identical to Claim 15.5. Thus, by Equation 15.6 (if \( X \neq \{x\} \)) and by Equation 15.7 (if \( X = \{x\} \)),

\[
D' \cup A'' \in D[T_m^r, T_g', T_r', k_1', k_2', i-1, X, \emptyset] \circ (x,y) \subseteq D[T_m^r, T_g', T_r' \setminus y(j'), k_1', k_2', i, X \setminus \{x\}, \emptyset].
\]

We can show that there is a proper deficiency map \( \psi'' \) over \((S(G - D', f) \cup T_g'') \setminus ((T_r' \setminus \{y(j)\}) \cup X_{D',f}'))\), where \( X' = X \setminus \{x\} \), such that \( A'' = E_{\psi''} \) and its proof is same as the corresponding proof in the Lemma 15.2. Since \( D' \cup A' \in Q(T_m', T_g', T_r', k_1', k_2', i - 1, X, Y) \), by argument similar to the one in the proof of Lemma 15.2, we can show that \((T_m', T_g', T_r' \setminus y(j'), k_1', k_2', i, X \setminus \{x\}, \emptyset)\) is a valid tuple.

Subcase (iii): y \( \notin X \) and \( y(j') \notin T_g' \) for all \( j' \). Let \( T_g'' = T_g' \cup (\{x(j)\} \cap T_g) \).

Claim 15.10. If \( x \in \text{Green} \), then \( x(j) \notin T_g' \) and \( x(j-1) \in T_g' \)

Proof of the above claim is same as the proof of Claim 15.5 as both are identical. Thus, by Equation 15.8,

\[
D' \cup A'' \in D[T_m^r, T_g', T_r', k_1', k_2', i-1, X, \emptyset] \circ (x,y) \subseteq D[T_m', T_g', T_r', k_1', k_2', i, X \setminus \{x\}, \{y\}].
\]

We can show that there is a proper deficiency map \( \psi'' \) over \((S(G - D', f) \cup T_g'' \cup Y') \setminus (T_r' \cup X_{D',f}'))\), where \( X' = X \setminus \{x\} \) and \( Y' = \{y\} \), such that \( A'' = E_{\psi''} \) and its proof is same as the corresponding proof in the Lemma 15.2. Since \( D' \cup A' \in Q(T_m', T_g', T_r', k_1', k_2', i - 1, X, Y) \), by argument similar to the one in the proof of Lemma 15.2, we can show that \((T_m', T_g', T_r', k_1', k_2', i, X \setminus \{x\}, \{y\})\) is a valid tuple.

Case 3: \( Y \neq \emptyset \).

Let \( Y = \{y\} \). Since \((T_m^r, T_g', T_r', k_1', k_2', i - 1, X, Y)\) is a valid tuple and \( |Y| = 1 \), we have that \(|X| \leq 1 \). There exists \( x \) such that \((y,x) \in D \setminus D' \) and the proof of this statement can be found in the proof of Lemma 15.2. Let \( D'' = D' \cup \{(y,x)\} \) and \( X' = X \cup \{z|z = x, z \notin T_m \setminus T_m^r\} \). Note that \(|X'| \leq 2\), because \(|X| \leq 1\). Let \( T_m'' = T_m \cup (\{x\} \cap (T_m \setminus T_m^r)) \).

Subcase (i): y \( \in \text{Green} \). Then there exists \( j \in \mathbb{N}^+ \) such that \( y(j) \in T_g \setminus T_g' \) and its proof can be found in Lemma 15.2. Without loss of generality let \( j \) be the smallest integer such that \( y(j) \in T_g \setminus T_g' \). Let \( T_g'' = T_g' \cup \{y(j)\} \).
Subcase \((ia)\): \((y, x) \in E(G[\text{Green}])\). If \(X = X' = \emptyset\), then by the definition of \(X', T''_m = T'_m \cup \{x\}\). Then by Equation 15.6,

\[
D'' \cup A' \in D[T'_m, T'_g, T'_r, k'_1, k'_2, i-1, 1, Y] \circ (y, x) \subset D[T''_m, T''_g, T''_r, k'_1 + 1, k'_2, 1, i, X', \emptyset].
\]

If \(X = X' \neq \emptyset\), then by the definition of \(X', T''_m = T'_m \cup \{x\}\). Then by Equation 15.7,

\[
D'' \cup A' \in D[T'_m, T'_g, T'_r, k'_1, k'_2, i-1, X, Y] \circ (y, x) \subset D[T''_m, T''_g, T''_r, k'_1 + 1, k'_2, 1, X', \emptyset].
\]

If \(X \neq X'\), then by the definition of \(X', T''_m = T'_m\). Then by Equation 15.7,

\[
D'' \cup A' \in D[T'_m, T'_g, T'_r, k'_1, k'_2, i-1, X, Y] \circ (y, x) \subset D[T''_m, T''_g, T''_r, k'_1 + 1, k'_2, 1, X', \emptyset].
\]

We can show that there is a proper deficiency map \(\psi''\) over \((S(G-D', f) \cup T''_g) \setminus (T'_r \cup X_{D', f})\), such that \(A'' = E_{\psi''}\) and its proof is same as the corresponding proof in the Lemma 15.2. Since \(D' \cup A' \in Q(T'_m, T'_g, T'_r, k'_1, k'_2, i-1, X, Y)\), by argument similar to the one in the proof of Lemma 15.2, we can show that \((T''_m, T''_g, T''_r, k'_1 + 1, k'_2, 1, i, X', \emptyset)\) is a valid tuple.

Subcase \((ib)\): \((y, x) \notin E(G[\text{Green}])\). In this subcase \(X' = X \cup \{x\}\). Then by Equation 15.7,

\[
D'' \cup A' \in D[T'_m, T'_g, T'_r, k'_1, k'_2, i-1, X, Y] \circ (y, x) \subset D[T''_m, T''_g, T''_r, k'_1 + 1, k'_2 + 1, 1, i, X', \emptyset].
\]

We can show that there is a proper deficiency map \(\psi''\) over \((S(G-D', f) \cup T''_g) \setminus (T'_r \cup X_{D', f})\), such that \(A'' = E_{\psi''}\) and its proof is same as the corresponding proof in the Lemma 15.2. Since \(D' \cup A' \in Q(T'_m, T'_g, T'_r, k'_1, k'_2, i-1, X, Y)\), by argument similar to the one in the proof of Lemma 15.2, we can show that \((T''_m, T''_g, T''_r, k'_1 + 1, k'_2 + 1, i, X', \emptyset)\) is a valid tuple.

Subcase \((ii)\): \(y \in \text{Red}\). If \(X = X' = \emptyset\), then by the definition of \(X', T''_m = T'_m \cup \{x\}\). Then by Equation 15.6,

\[
D'' \cup A' \in D[T'_m, T'_g, T'_r, k'_1, k'_2, i-1, 1, Y] \circ (y, x) \subset D[T''_m, T''_g, T''_r, k'_1 + 1, k'_2 + 1, i, \emptyset].
\]

If \(X = X' \neq \emptyset\), then by the definition of \(X', T''_m = T'_m\). Then by Equation 15.7,

\[
D'' \cup A' \in D[T'_m, T'_g, T'_r, k'_1, k'_2, i-1, X, Y] \circ (y, x) \subset D[T''_m, T''_g, T''_r, k'_1 + 1, k'_2 + 1, i, X', \emptyset].
\]

We can show that there is a proper deficiency map \(\psi''\) over \((S(G-D', f) \cup T''_g) \setminus (T'_r \cup X_{D', f})\), such that \(A'' = E_{\psi''}\) and its proof is same as the corresponding proof in the Lemma 15.2. Since \(D' \cup A' \in Q(T'_m, T'_g, T'_r, k'_1, k'_2, i-1, X, Y)\), by argument similar to the one in the proof of Lemma 15.2, we can show that \((T''_m, T''_g, T''_r, k'_1 + 1, k'_2 + 1, i, X', \emptyset)\)
is a valid tuple.

Now we need to show that \( D \cup A \in \mathcal{D}[T_m, T_g, \emptyset, k_1, k_2, k, \emptyset, \emptyset] \). We proved that there is a valid tuple \((T'_m, T'_g, T'_r, k'_1, k'_2, k, X, Y)\) such that \( D \cup A \in \mathcal{D}[T'_m, T'_g, T'_r, k'_1, k'_2, k, X, Y] \). Due to Lemma 15.3, \( D \cup A \in \mathcal{Q}(T'_m, T'_g, T'_r, k'_1, k'_2, k, X, Y) \). This implies that there is a proper deficiency map \( \psi' \) over \((S(G - D, f) \cup T'_g) \setminus (T'_r \cup X_{D,f})\) such that \( E_{\psi'} = A \). Since \( D \cup A \) is a solution to ECG, there is a proper deficiency map \( \psi \) over \( S(G - D, f) \) such that \( E_{\psi} = A \). This implies that

\[
S(G - D, f) = (S(G - D, f) \cup T'_g \cup Y) \setminus (T'_r \cup X_{D,f}) \tag{15.9}
\]

Equation 15.9 implies that \( Y = \emptyset \). Since \( T'_r \subseteq S(G - D, f) \) and \( X_{D,f} \subseteq S(G - D, f) \) \setminus \( T_r \), by Equation 15.9, we get that \( T'_r = \emptyset \) and \( X = \emptyset \). Since \( D \cup A \in \mathcal{Q}(T'_m, T'_g, T'_r, k'_1, k'_2, k, X, Y) \), we have that for any \( v \in \text{Green} \), \( |E_G(v) \cap D| = T'_m(v) + T'_g(v) \). By assumption we know that \( |E_G(v) \cap D| = \Phi(v) = T_m(v) + T_g(v) \). This implies that \( T'_m = T_m \) and \( T'_g = T_g \). We also know, by assumption that, \( D \cap E(G[\text{Green}]) = k_1 \) and \( D \setminus E(G[\text{Green}]) = k_2 \). This implies that \( k'_1 = k_1 \) and \( k'_2 = k_2 \). Hence \( D \cup A \in \mathcal{D}[T_m, T_g, \emptyset, k_1, k_2, k, \emptyset, \emptyset] \). This completes the proof. \( \square \)

### 15.2.3 Pruning the DP table – FPT algorithm

Now we explain how to prune the family of partial solutions stored at each DP table entry such that its size is at most \( 2^{O(k)} \) and there by get an FPT algorithm. The objective is to find a nice deletion set \( D \subseteq E(G) \). In fact if the input instance is an \textbf{Yes} instance we will find a set \( D \subseteq E(G) \), \( A \subseteq E(G) \) such that \( D \) is a nice deletion set with the property that \( A = E_{\psi} \), where \( \psi \) is a proper deficiency map over \( S(G - D, f) \).

Recall that for the algorithm we have guessed \( k' \) – the size of proposed deletion set \( D \), \( k_1 \) – the number edges in \( D \cap E(G[\text{Green}]) \), \( k_2 \) – the number of edges in \( D \setminus E(G[\text{Green}]) \) and for all \( v \in \text{Green} \), \( \Phi(v) \geq d_G(v) - f(v) \) – the number of edges in \( D \) which are incident to \( v \). Consider the property (i) of Lemma 15.1, i.e \( d_{G-D}(v) \leq f(v) \) for all \( v \). By guessing \( \Phi(v) \geq d_G(v) - f(v) \) for all \( v \in \text{Green} \), we know that any solution we compute will satisfy property (i).

Consider property (ii) mentioned in Lemma 15.1, i.e \( |S(G - D, f)| = 2(k - k') \). Since the total number of edges in \( D \) which has one end point in \textbf{Green} and other in \textbf{Red} is \((\sum_{v \in \text{Green}} \Phi(v)) - 2k_1 \), we have that \( \sum_{v \in \text{Red}} |D \cap E_G(v)| = 2k_2 - (\sum_{v \in \text{Green}} \Phi(v)) - \)
2k_1). 

\[ |S(G - D, f)| = \left( \sum_{v \in \text{Green}} \Phi(v) - (d_G(v) - f(v)) \right) + \sum_{v \in \text{Red}} (f(v) - d_{G-D}(v)) \]

\[ = \left( \sum_{v \in \text{Green}} \Phi(v) - (d_G(v) - f(v)) \right) + \sum_{v \in \text{Red}} (f(v) - d_G(v)) \]

\[ + \left( 2k_2 + 2k_1 - \sum_{v \in \text{Green}} \Phi(v) \right) \]

\[ = 2k_1 + 2k_2 + \sum_{v \in V} (f(v) - d_G(v)) \]

So after guessing \( k', k_1, k_2 \) and \( \Phi(v) \) for all \( v \in \text{Green} \), we check whether \( 2k_1 + 2k_2 + \sum_{v \in V} (f(v) - d_G(v)) = 2(k - k') \) and if they are not equal we consider it as an invalid guess. Thus our guesses takes care of property (ii).

The property (iii) of nice deletion set and Lemma 15.5 below imply that \( D \) is an independent set in the matroid \( M_G^*(\ell) \). That is, \( \ell \)-elongation of the co-graphic matroid, \( M_G^* \), associated with \( G \), where \( \ell = |E(G)| - |V(G)| + k - |D| + 1 \).

**Lemma 15.5.** Let \( G \) be a graph and \( D \subseteq E(G) \). Then \( D \) is an independent set in the \( \ell \)-elongation of \( M_G^* \) where \( \ell = |E(G)| - |V(G)| + k - |D| + 1 \) if and only if \( G - D \) has at most \( k - |D| + 1 \) connected components.

**Proof.** Let \( r \) be the number of connected components in \( G \). Suppose \( D \) is an independent set in \( M_G^*(\ell) \). Then there exists \( S \subseteq E(G) \setminus D \) such that \( S \cup D \) is a basis of \( M_G^*(\ell) \). This implies that there exists \( S' \subseteq S \cup D \) such that \( S' \) is a basis of \( M_G^* \), and hence \( G - S' \) is a forest with \( r \) connected components and \( |S'| = E(G) - V(G) + r \).

Since \( |S \cup D| - |S'| = (k - |D| + 1) - r \) and \( G - S' \) is a forest with exactly \( r \) connected components, we have that \( G - (S \cup D) \) has exactly \( k - |D| + 1 \) connected components. This implies that \( G - D \) has at most \( k - |D| + 1 \) connected components.

Suppose \( G - D \) has at most \( k - |D| + 1 \) connected components. Let \( S \subseteq E(G) \) be a maximal subset such that \( G - (S \cup D) \) is a forest with exactly \( k - |D| + 1 \) connected components. This implies that \( |S \cup D| = E(G) - V(G) + k - |D| + 1 \). Since \( G \) has \( r \) connected components, there exists \( S' \subseteq (S \cup D) \) of size \( (k - |D| + 1) - r \).
such that $G - ((S \cup D) \setminus S')$ is a forest with exactly $r$ connected components. Since $|(S \cup D) \setminus S'| = E(G) - V(G) + r$ and $G - ((S \cup D) \setminus S')$ is a forest with exactly $r$ connected components, $(S \cup D) \setminus S'$ is a basis in $M_G^*$. This implies that $S \cup D$ is a basis in $M_G^*(\ell)$ and hence $D$ is an independent set in $M_G^*(\ell)$. \hfill \square

Thus by only considering those $D$ which are independent sets in $M_G^*(\ell)$ we ensure that property $(iii)$ of the nice deletion set is satisfied.

Now consider the property $(v)$ of the nice deletion set, i.e., there exists a proper deficiency map $\psi : S(G - D, f) \rightarrow S(G - D, f)$. Our objective is get a set $D \cup A$ such that there is a proper deficiency map $\psi$ over $S(G - D, f)$ such that $E_\psi = A$, along with other properties as well. We have already defined equivalence classes for the partial solutions in the previous section, which is the framework in which we will design our FPT algorithm as well. Let $D_1 \cup A_1, D_2 \cup A_2 \in Q(T'_{m}, T'_{g}, T'_{r}, k'_1, k'_2, i, X, Y)$ be two partial solutions where $D_1, D_2 \subseteq E(G)$ and $A_1, A_2 \subseteq \overline{E(G)}$. Suppose $D' \subseteq E(G)$, $A' \subseteq \overline{E(G)}$, $(D_1 \cup D') \bigcup (A_1 \cup A')$ is a solution and $A_2 \cap A' = \emptyset$. Since $D_1 \cup A_1, D_2 \cup A_2$ belongs to same equivalence class and $A_2 \cap A'$ is disjoint, there is a proper deficiency map $\psi'$ over $S(G - (D_2 \cup D'), f)$ such that $E_{\psi'} = A_2 \cup A'$. To take care of the disjointness property between the current addition set and the future addition set while doing the DP, we view the addition set $A$ of the solution as an independent set in a uniform matroid over the universe $\overline{E(G)}$. Let $U_{m', k-k'}$ be a uniform matroid with ground set $\overline{E(G)}$, where $m' = |\overline{E(G)}|$. From the definition of $U_{m', k-k'}$, any set $A$ of size at most $k - k'$ is independent in $U_{m', k-k'}$. We have already explained that we view the deletion set $D$ as an independent set in $M_G^*(\ell)$ where $\ell = |E(G)| - |V(G)| + k - k' + 1$. Thus, to see the solution set $D \cup A$ as an independent set in a single matroid, we consider direct sum of $M_G^*(\ell)$ and $U_{m', k-k'}$. That is, let $M = M_G^*(\ell) \oplus U_{m', k-k'}$. In $M$, a set $I$ is an independent set if and only if $I \cap E(G)$ is an independent set in $M_G^*(\ell)$ and $I \cap \overline{E(G)}$ is an independent set in $U_{m', k-k'}$. This ensures that any solution $D \cup A$ is an independent set in $M$. By viewing any solution of the problem as an independent set in a matroid $M$ (which is linear), we can use the representative families to prune the table. However, we still need to ensure that property $(iv)$ of nice deletion set is satisfied. In what follows we explain how we achieve this.

Consider the property $(iv)$ mentioned in the definition of the nice deletion set. That is, for any connected component $F$ in $G - D$, $V(F) \cap \text{def}(G - D, f) \neq \emptyset$. The following lemma helps us to satisfy property $(iv)$ partially.

**Lemma 15.6.** Let $F$ be a connected component in the graph $G[\text{Red}]$ and $D'$ \subseteq
E(G). If at least one edge in \( D' \) is incident to a vertex in \( V(F) \), then for any connected component \( C \) in \( G - D' \) such that \( V(C) \cap V(F) \neq \emptyset \) there is a vertex \( v \in V(C) \cap \text{def}(G - D', f) \).

**Proof.** Let \( u \in V(F) \) be a vertex such that an edge in \( D' \) is incident to \( u \). Consider a connected component \( C \) in \( G - D' \) such that \( V(C) \cap V(F) \neq \emptyset \). We need to show that \( V(C) \cap \text{def}(G - D', f) \neq \emptyset \). Suppose \( u \in V(C) \). Since \( u \in \text{Red} \), \( d_G(u) \leq f(v) \). However, \( u \) is incident to an edge in \( D' \), and thus we have that \( d_{G - D'}(u) < f(u) \). This implies that \( u \in V(C) \cap \text{def}(G - D', f) \). Now we are in a case where \( u \notin V(C) \). Pick an arbitrary vertex \( w \in V(C) \cap V(F) \). Since \( w, u \in V(F) \), there exists a path \( P \) from \( w \) to \( u \) using only vertices from \( \text{Red} \). Since \( w \) and \( u \) are in different connected components in \( G - D', D' \cap E(P) \neq \emptyset \). Pick the first edge \((v, v')\) in the path \( P \) which are also in \( D' \). Note that there exists a path from \( w \) to \( v \) in \( G - D' \) and \( v \in V(C) \). Since \( v \in \text{Red} \) and \((v, v') \in D' \), we have that \( v \in V(C) \cap \text{def}(G - D', f) \). This completes the proof.  

Now we explain how Lemma 15.6 is useful in satisfying property \((iv)\) partially. Let \( \mathcal{C} \) be the set of connected components in \( G \) such that for each vertex \( v \) in the component, \( d_G(v) = f(v) \).

\[
\mathcal{C} = \{C \mid C \text{ is a connected component in } G \wedge \forall v \in V(C), d_G(v) = f(v) \}\.
\]

Let \( D_1 \) and \( D_2 \) be deletion sets corresponding to two partial solutions such that for all \( C \in \mathcal{C} \), \( D_1 \cap E(C) \neq \emptyset \) if and only if \( D_2 \cap E(C) \neq \emptyset \). Suppose there is a \( D' \subseteq E(G) \) such that \( D_1 \cup D' \) is a nice deletion set. Now we claim that any connected component \( F \) in \( G - (D_2 \cup D') \) containing only red vertices will have a deficient vertex. Let \( v \in V(F) \) and \( v \notin V(C) \). We also know that \( v \in \text{Red} \). Since \( v \notin V(C) \) one of the following conditions hold.

1. There is a path from \( v \) to a vertex in \text{Green} in the graph \( G \).
   
   Since \( v \in V(F) \) and \( F \) is a fully red connected component in \( G - (D_2 \cup D') \), there is a vertex \( w \) in \( V(F) \) such that \( D_2 \cup D' \) contains an edge incident on \( w \). Since \( w \in \text{Red} \) as well, \( w \in \text{def}(G - (D_2 \cup D'), f) \).

2. Else, \( v \) is in a connected component \( C_1 \) of \( G \) such that \( V(C_1) \subseteq \text{Red} \) and there is a vertex \( u \in V(C_1) \) such that \( f(u) > d_G(v) \).
   
   If \( F = C_1 \), then \( u \) is the required deficient vertex. If \( F \neq C_1 \), then by Lemma 15.6, \( V(F) \cap \text{def}(G - (D_2 \cup D'), f) \neq \emptyset \).
Let \( v \in V(F) \) and \( v \in V(C) \) where \( C \in \mathcal{C} \). Since \( D_1 \cup D' \) is a solution either \( D_1 \cap E(C) \neq \emptyset \) or \( D' \cap E(C) \neq \emptyset \). If \( D_1 \cap E(C) \neq \emptyset \), then by our assumption, \( D_2 \cap E(C) \neq \emptyset \). Thus by Lemma 15.6, \( V(F) \cap \text{def}(G - (D_2 \cup D'), f) \neq \emptyset \).

Essentially due to Lemma 15.6, if we partition our partial solutions based on how these partial solutions hit the edges from \( C \) and keep at least one from each equivalence class property (\( iv \)) of nice deletion set will be satisfied partially. But this only allows us to take care of connected components containing only red vertices. Now we explain how we can ensure property (\( iv \)) for the connected components containing vertices from \textbf{Green} as well.

To achieve this we will prove that for corresponding to every deletion set \( D \) of a solution, there is a “witness” of \( \mathcal{O}(k) \) sized subset of edges whose disjointness from \( D \) will ensure property (\( iv \)) of nice deletion sets. That is, these witnesses are depended on solutions; the witness for solution \( D \) will be different from the witness for solution \( D' \). Even then, these witnesses allow us to satisfy property (\( iv \)). In order to avoid this witness being picked in a deletion set \( D \), that is to keep this witness non deletable, we use \textcolor{red}{color coding} in our algorithm on top of representative family based pruning of table entries. Towards that we define a weight function \( w \) on \( E(G) \) as follows.

\[
    w((u, v)) = \begin{cases} 
    0 & \text{if } u, v \in \text{Red} \\
    1 & \text{otherwise}
    \end{cases}
\]

For any subset \( S \subseteq E(G) \), \( w(S) = \sum_{e \in S} w(e) \). The next lemma is crucial for our approach as this not only defines the witness but also gives an upper bound on its size.

**Lemma 15.7.** Let \( \text{Green} = \{v_1, v_2, \ldots, v_\eta\}, \eta \leq 2k \). Let \( D \subseteq E(G) \) such that for any connected component \( F \) in \( G - D \), \( V(F) \cap \text{def}(G - D, f) \neq \emptyset \). Then there exist paths \( P_1, \ldots, P_\eta \) such that for all \( i \), \( P_i \) is a path in \( G - D \) from \( v_i \) to a vertex in \( \text{def}(G - D, f) \), and \( w(\bigcup_i E(P_i)) \leq 6k \) where \( \bigcup_i E(P_i) \) is the set of edges in the paths \( P_1, \ldots, P_\eta \).

**Proof.** We construct \( P_1, \ldots, P_\eta \) with the required property. Pick an arbitrary vertex \( u_1 \in \text{def}(G - D, f) \) such that \( v_1 \) and \( u_1 \) are in the same connected component in \( G - D \). Let \( P_1 \) be a smallest weight path according to weight function \( w \), from \( v_1 \) to \( u_1 \) in \( G - D \). Now we explain how to construct \( P_i \), given that we have already constructed paths \( P_1, \ldots, P_{i-1} \). Pick an arbitrary vertex \( u_i \in \text{def}(G - D, f) \) such that \( v_i \) and \( u_i \) are in the same connected component in \( G - D \). Let \( P \) be a smallest weight path from \( v_i \) to \( u_i \) in \( G - D \). If \( P \) is vertex disjoint from \( P_1, \ldots, P_{i-1} \), then we set
Now we claim that \( w(\{i\} \in V(P_i)) \leq 6k. \) Towards the proof we need to count that \(|(\bigcup_{i=1}^{n} E(P_i)) \cap w^{-1}(1)| \leq 6k. \) We assign each vertex \( v \) in \( \bigcup_{i=1}^{n} V(P_i) \) to the smallest indexed path \( P_j \) such that \( v \in V(P_j) \). That is, \( v \) is assigned to \( P_j \), if \( v \in V(P_j) \) and \( v \notin (\bigcup_{i=1}^{j-1} V(P_i)). \) Note that each vertex in \( \bigcup_{i=1}^{n} V(P_i) \) is assigned to a unique path. Consider the edge set \( A^* \subseteq (\bigcup_{i=1}^{n} E(P_i)) \cap w^{-1}(1) \) as follows. An edge \( e = (u, v) \) belongs to \( A^* \) if \( w(e) = 1, e \in E(P_j) \), and vertices \( u \) and \( v \) are assigned to path \( P_j \) for some \( j \). Observe that each edge \( e \in A^* \) has at least one end point in \( \text{Green}. \) Since each vertex is assigned to exactly one path, each vertex in a path has degree at most 2 and \(|\text{Green}| \leq 2k, \) we have that \(|A^*| \leq 4k. \)

Now we show that there exists sets \( \emptyset = B_1 \subseteq B_2 \subseteq \ldots B_n \) such that \((\bigcup_{i=1}^{j} E(P_i)) \cap w^{-1}(1) \subseteq A^* \cup B_j \) and \(|B_j| \leq j. \) We prove the statement using induction on \( j. \) For \( j = 1, \) we know that \((\bigcup_{i=1}^{j} E(P_i)) \cap w^{-1}(1) \subseteq A^* . \) Thus the statement is true. Now suppose the statement is true for \( j - 1. \) Consider any path \( P_j. \) If the vertices in \( P_j \) are disjoint from \( \bigcup_{i=1}^{j-1} V(P_i) \), then all the weight one edges in \( E(P_j) \) are counted in \( A^*. \)

So we can set \( B_j = B_{j-1} \) and the statement is true. Otherwise by the construction of \( P_j, \) we have that \( P_j = P_j'P_j'' \) and there exists \( r < j \) such that \( P_r = P_r'P_r''. \) Let \((u_1, u_2)\) be the last edge in \( P_j'. \) Note that all the weight one edges in \( E(P_j') \) are counted in \( A^* \cup B_{j-1} \) and all the weight one edges in \( E(P_j') \setminus \{(u_1, u_2)\} \) are counted in \( A^*. \) In this case we set \( B_j = B_{j-1} \) if \( w((u_1, u_2)) = 0 \) and \( B_j = B_{j-1} \cup \{(u_1, u_2)\} \) otherwise.

This implies that \(|(\bigcup_{i=1}^{n} E(P_i)) \cap w^{-1}(1)| \leq 6k. \) This concludes the proof.

Recall that \( E_r = E(G|\text{Red}) \) and \( E_g = E(G) \setminus E_r. \) Note that in Lemma 15.7, the weight of each edge in \( E_g \) is 1 and the weight of each edge in \( E_r \) is 0. By Lemma 15.7, we have that if \( D \) is a nice deletion set, then there exists \( E' \subseteq E_g \) of cardinality at most \( 6k \) such that \( E' \) witnesses that each connected component of \( G - D \) containing at least one vertex from \( \text{Green}, \) will also contain a vertex from \( \text{def}(G - D, f). \) We call such an edge set \( E' \) as certificate of \( D. \) Now we explain how Lemma 15.7 helps us to satisfy property \((iv)\) of nice deletion sets for components containing at least one vertex from \( \text{Green}. \) Let \( \text{Green} = \{v_1, \ldots, v_n\} \) and \( D_1 \cup D' \) be a deletion set corresponding to a solution. By Lemma 15.7 we know that there are paths \( P_1, \ldots, P_n \) such that the total number edges from \( E_g \) among these paths is bounded by \( 6k, \) and each path \( P_i \) is from \( v_i \) to a vertex in \( \text{def}(G - (D_1 \cup D'), f). \) Suppose we color the
edges in $E_g$ with black and orange such that the coloring guarantees that all the edges in $E_g \cap (\bigcup_{i=1}^{n} E(P_i))$ are colored black and all the edges in $E_g \cap (D_1 \cup D')$ are colored orange. Assume that we are going to find a nice deletion set which does not contain black color edges. Let $D_2$ be a deletion set corresponding to a partial solution. Also for a vertex $v_i \in \text{Green}$, there is path from $v_i$ to a vertex in $\text{def}(G - D_1, f)$ in the graph $G - D_1$ which does not contain any orange colored edge if and only if there is path from $v_i$ to a vertex in $\text{def}(G - D_2, f)$ in the graph $G - D_2$ which does not contain any orange colored edge. Like in the case of red components, we can show that any connected component in $G - (D_2 \cup D')$ containing a vertex from Green will contain a vertex from $\text{def}(G - (D_2 \cup D'), f)$. The formal proof of this statement will be given in Lemma 15.8. Essentially by Lemma 15.7 we get the following. Suppose we take all partial solutions corresponding to a DP table entry (or a subset of it) and now we partition these partial solutions based on which all green vertices have found their deficient vertex currently (there are $2^{|\text{Green}|}$ such partitions), then it is enough to keep a partial solution from each class. Furthermore, suppose $\mathcal{A}$ corresponds to partial solutions with respect to one particular subset of Green and we have kept a set $D_1$ in $\mathcal{A}$ and deleted rest of the partial solutions from $\mathcal{A}$, say one of the partial solution we threw out was $D_2$. Then, if there is $D'$ such that $D_2 \cup D'$ is a solution, then all the connected components in $G - (D_1 \cup D')$ containing at least one green vertex will have a deficient vertex. Just a word of caution that in our actual algorithm in fact we keep a subset of $\mathcal{A}$ of size $2^{O(k)} n^{O(1)}$ so that we can also take care of all other properties of a nice deletion set. Even though we explained that the property $(iv)$ can be achieved by imposing more structure to the equivalence class we defined in the last section, we will not include these structures to the index of the DP table entries. Rather for each table entry, indexed by an equivalence class, we keep at least one partial solutions for each refinement of this equivalence class based on which green vertices have found their partner deficient vertex. This will ensure that property $(iv)$ is satisfied.

We have explained how we will ensure each of the individual properties of a nice deletion set. Now we design a randomized FPT algorithm for the problem. Later we derandomize the algorithm. The algorithm is a DP algorithm in which we have DP table entries indexed exactly in the same way as in the case of the XP algorithm. But instead of keeping $\mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y]$, we store a small representative family of $\mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y]$ which is enough to maintain the correctness of the algorithm. The algorithm uses both color coding and representative family techniques. We have explained that we use color coding to separate the proposed deletion set from its certificate mentioned in Lemma 15.7. We color each edge
\( e \in E_g \) black with probability \( 6/7 \) and orange with probability \( 1/7 \). Let \( E_b \) be the set of edges colored black and \( E_o \) be the set of edges colored orange. Let \( D \) be a deletion set of size \( k' \) for the problem and paths \( P_1, \ldots, P_n \) be its witness mentioned in Lemma 15.7. Then the number of edges in paths \( P_1, \ldots, P_n \), which are from \( E_g \) is bounded by \( 6k \). We say that a random coloring is \emph{good} if each edge in \( D \cap E_g \) is colored orange and each edge in \( E_g \cap (\bigcup_{i=1}^{n} P_i) \) is colored black. The random coloring of edges in \( E_g \) is \emph{good}, with probability \( \left( \frac{6^7}{7^7} \right)^k \). Now our algorithm works with the edge colored graph and output a nice deletion set \( D \), with the property that \( D \cap E_g \subseteq E_o \), if there exists such a deletion set. We know that if the input instance is an \emph{Yes} instance then with probability at least \( \left( \frac{6^7}{7^7} \right)^k \) our algorithm will output a solution. Thus we can increase the success probability to at least \( (1 - 1/e) \) by running the entire algorithm \( \left( \frac{6^7}{7^7} \right)^k \) times. So now onwards we assume that the edges in \( E_g \) of the input graph is colored with black or orange, and our objective is to find out a nice deletion set \( D \) such that all edges in \( D \cap E_g \) is colored orange. Note that the edges in \( E_r \) is uncolored.

Recall that \( C \) is the set of connected components in \( G \) such that for each vertex \( v \) in the component, \( d_G(v) = f(v) \). Now we define a family \( J \) of functions as,

\[
J = \{ g : \text{Green} \cup C \rightarrow \{0, 1\} \}.
\]

Now we explain how to reduce the size of \( D[T_g', T_r', k'_1, k'_2, i, X, Y] \) which is computed using the recurrence relations (equations 15.6,15.7 and 15.8). We say a partial solution \( B \in D[T_g', T_r', k'_1, k'_2, i, X, Y] \) is \emph{properly colored}, if \( B \cap E_b = \emptyset \). Since our objective is to find out a nice deletion set disjoint from \( E_b \), we delete all partial solutions which contains an edge from \( E_b \). That is if \( B \in D[T_g', T_r', k'_1, k'_2, i, X, Y] \) and \( B \cap E_b \neq \emptyset \), then we delete \( B \) from \( D[T_g', T_r', k'_1, k'_2, i, X, Y] \). So now onwards we assume that for each \( B \in D[T_g', T_r', k'_1, k'_2, i, X, Y] \), \( B \cap E_b = \emptyset \). Further pruning of the DP table entry \( D[T_g', T_r', k'_1, k'_2, i, X, Y] \) is discussed below.

**Definition 15.4.** The subset \( \mathcal{R}[T_m', T_g', T_r', k'_1, k'_2, i, X, Y] \subseteq D[T_m', T_g', T_r', k'_1, k'_2, i, X, Y] \) is called a representative partial solutions for \( D[T_m', T_g', T_r', k'_1, k'_2, i, X, Y] \), denoted by

\[
\mathcal{R}[T_m', T_g', T_r', k'_1, k'_2, i, X, Y] \subseteq^{k-i}_{\text{rep}} D[T_m', T_g', T_r', k'_1, k'_2, i, X, Y],
\]

if the following happens. If there exists \( B, Z \in \binom{V(G)}{2} \) such that \( B \cap Z = \emptyset \), \( B \in D[T_m', T_g', T_r', k'_1, k'_2, i, X, Y] \), \( B \cap E_b = \emptyset \) and \( (B \cup Z) \cap E(G) \) satisfies five properties of a nice deletion set with the property that there exists a proper deficiency map \( \psi \)
with \( E_{\psi} = (B \cup Z) \cap \overline{E(G)} \), then there exists \( \hat{B} \subseteq \binom{V(G)}{2} \) such that \( \hat{B} \cap Z = \emptyset, \hat{B} \cap E_b = \emptyset, \hat{B} \in R[T_m, T_g, T_r, k_1', k_2', i, X, Y] \) and \((\hat{B} \cup Z) \cap E(G)\) satisfies five properties mentioned of a nice deletion set with the property that there exists a proper deficiency \( \psi' \) with \( E_{\psi'} = (\hat{B} \cup Z) \cap \overline{E(G)} \).

For each valid tuple \((T'_m, T'_g, T'_r, k_1', k_2', i, X, Y)\) we compute a representative partial solutions for \( D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y] \) in the increasing order of \( i \) and store it instead of \( D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y] \). Now we explain how to compute it and prove its correctness. First we compute a subfamily \( S[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y] \) of \( D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y] \) using the recurrence relation (equations 15.6, 15.7 and 15.8) on the DP table entries computed for value \( i = 1 \) and then delete all partial solutions which contain edges from \( E_b \). Now we partition \( S[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y] \) according to the refinement of each function in \( J \). That is \( S[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y] = \bigcup_{g \in J} A_g \) where \( A_g \) is defined as follows. For each \( g \in J \) \( S \cup R \in A_g \), where \( S \in E(G) \) and \( R \in \overline{E(G)} \), if the following happens.

(i) For any \( v \in \textbf{Green} \), \( g(v) = 1 \) if and only if there exists a path from \( v \) to a vertex in \( \text{def}(G - S, f) \) in \( G[E_b \cup (E_r \setminus S)] \) (checking whether there is a witness path that do not use edges in \( E_o \)).

(ii) For any \( C \in C \), \( g(C) = 1 \) if and only if \( S \cap E(C) \neq \emptyset \).

Recall that any set \( S \cup R \in S[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y] \) is an independent set of size \( i \) in \( M \). Now we compute \( \hat{A}_g \subseteq_{\text{rep}} A_g \) using Theorem 13.3. Then we set

\[
D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y] = \bigcup_{g \in J} \hat{A}_g
\]

and store it instead of \( D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y] \). The next lemma prove the correctness of this step.

**Lemma 15.8.** \( D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y] \subseteq_{\text{rep}} D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y] \).

**Proof.** We prove the lemma by induction on \( i \). Suppose there exists \( B, Z \subseteq \binom{V(G)}{2} \) such that \( B \in D[T'_m, T'_g, T'_r, k_1', k_2', i, X, Y], B \cap Z = \emptyset, B \cap E_b = \emptyset, (B \cup Z) \cap E(G) \) satisfies the five properties of a nice deletion set and there exists a proper deficiency \( \psi \over S(G - ((B \cup Z) \cap E(G)), f) \) with the property that \( E_{\psi} = (B \cup Z) \cap \overline{E(G)} \).

By the recurrence relations given by Equations 15.6, 15.7 and 15.8), there exists \( e \in B \) and a valid tuple \((T''_m, T''_g, T''_r, k''_1, k''_2, i = 1, X', Y')\) such that

\[
B \setminus \{e\} \in D[T'_m, T'_g, T'_r, k_1', k_2', i - 1, X', Y'].
\]

171
Let \( B' = B \setminus \{e\} \) and \( Z' = Z \cup \{e\} \). We know that \((B' \cup Z') \cap E(G) = (B \cup Z) \cap E(G)\) satisfies five properties of a nice deletion set and \(\psi\) is a proper deficiency map over 
\(S(G - ((B' \cup Z') \cap E(G)), f)\) with the property that \(E_{\psi} = (B' \cup Z') \cap \overline{E(G)}\). Thus, by induction hypothesis we have that there exists \(\widehat{B}' \subseteq \binom{V(G)}{2}\) such that

- \(\widehat{B}' \in \mathcal{D}[T''_m, T''_g, T''_r, k''_1, k''_2, i - 1, X', Y']\),
- \(\widehat{B}' \cap Z' = \emptyset, \widehat{B}' \cap E_b = \emptyset\)
- \((\widehat{B}' \cup Z') \cap E(G)\) satisfies five properties of a nice deletion set and
- there exists a proper deficiency map \(\psi'\) over \(S(G - ((\widehat{B}' \cup Z') \cap E(G)), f)\) with the property that \(E_{\psi'} = (\widehat{B}' \cup Z') \cap \overline{E(G)}\).

Since \((\widehat{B}' \cup Z') \cap E(G)\) is a nice deletion set, \(G - ((\widehat{B}' \cup \{e\}) \cap E(G))\) has at most \(k - k' + 1\) connected components. The definitions of \(\cup, \circ\) and recurrence relation of 
\(\mathcal{D}[T''_m, T''_g, T''_r, k''_1, k''_2, i, X, Y]\), imply that

- if \(e \in E(G)\) then \(\widehat{B}' \cup \{e\} \in \mathcal{D}[T''_m, T''_g, T''_r, k''_1, k''_2, i - 1, X', Y'] \cup e\); and
- if \(e \in \overline{E(G)}\) then \(\widehat{B}' \cup \{e\} \in \mathcal{D}[T''_m, T''_g, T''_r, k''_1, k''_2, i - 1, X', Y'] \circ e\).

Also by our assumption, if \(e \in E(G)\), then \(e \in E(G) \setminus E_b\). For an ease of presentation, let us call \(B = \widehat{B}' \cup \{e\}\). Furthermore, let \(D = (B \cup Z) \cap E(G)\) and \(A = (B \cup Z) \cap \overline{E(G)}\). Now we have that,

- \(B \in S[T''_m, T''_g, T''_r, k''_1, k''_2, i, X, Y]\)
- \(\psi'\) is a proper deficiency map over \(S(G - ((B \cup Z) \cap E(G)), f)\) such that 
\(E_{\psi'} = (B \cup Z) \cap \overline{E(G)}\).

Let \(g: \text{Green} \cup C \to \{2, 3\}\) be defined as follows:

1. For any \(v \in \text{Green}\), \(g(v) = 1\) if and only if there exists a path from \(v\) to a vertex in \(\text{def}(G - (B \cap E(G)), f)\) in \(G[E_b \cup (E_r \setminus B)]\).
2. For any \(C \in C\), \(g(C) = 1\) if and only if \(B \cap E(C) \neq \emptyset\).

From the definition of \(\mathcal{A}_g\), we have that \(B \in \mathcal{A}_g\). Since \(B \cup Z\) is an independent set in the matroid \(M\), by the definition of representative families, there exists \(\widehat{B} \in \widehat{\mathcal{A}}_g\) such that \(\widehat{B} \cap Z = \emptyset\) and \(\widehat{B} \cup Z\) is an independent set in \(M\). Note that \(\widehat{B} \in \mathcal{D}[T''_m, T''_g, T''_r, k''_1, k''_2, i, X, Y]\) and \(\widehat{B} \cap E_b = \emptyset\). To conclude the proof of lemma the only thing that remains to show is that \((\widehat{B} \cup Z) \cap E(G)\) satisfies all the five properties of a nice deletion set. The next claim does this job.
Claim 15.11. \((\hat{B} \cup Z) \cap E(G)\) satisfies five properties of a nice deletion set and there exists a proper deficiency map \(\psi\) over \(S(G - ((\hat{B} \cup Z) \cap E(G)), f)\) such that \(E_{\psi} = (\hat{B} \cup Z) \cap E(G)\).

Proof. Let \(\hat{D} = (\hat{B} \cup Z) \cap E(G)\), and \(\hat{A} = (\hat{B} \cup Z) \cap E(G)\). We know that \(D\) satisfies five properties of a nice deletion set and there exists a proper deficiency map \(\psi\) over \(S(G - D, f)\) with the property that \(E_{\psi} = A\). We need to show that \(\hat{D}\) satisfies five properties of a nice deletion set and there exists a proper deficiency map \(\hat{\psi}\) over \(S(G - \hat{D}, f)\) with the property that \(E_{\hat{\psi}} = \hat{A}\).

Property (i). We know that \(B, \hat{B} \in D[T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y]\) because
\[
\hat{A}_g \subseteq A_g \subseteq D[T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y].
\]
Hence, for all \(v \in \text{Green}\), \(d_{G - (\hat{B} \cap E(G))}(v) = d_{G - (B \cap E(G))}(v)\). This implies that for all \(v \in \text{Green}\), \(d_{G - \hat{D}}(v) = d_{G - D}(v)\). Since for all \(v \in \text{Green}\), \(d_{G - D}(v) \leq f(v)\), we have that for all \(v \in \text{Green}\), \(d_{G - \hat{D}}(v) \leq f(v)\). For any \(v \in \text{Red}\), \(d_{G - \hat{D}} \leq f(v)\). Hence \(\hat{D}\) satisfies property (i) of a nice deletion set.

Property (ii). Since \(B, \hat{B} \in D[T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y]\), we have that \(|S(G - D, f)| = |S(G - \hat{D}, f)|\) and \(|D| = |\hat{D}| = k'\). Thus \(\hat{D}\) satisfies property (ii) of a nice deletion set.

Property (iii). We know that \(\hat{B} \cup Z\) is an independent set in the matroid \(M\), and hence \(\hat{D}\) is an independent set in \(M^*_G(\ell)\), where \(\ell = E(G) - V(G) + k - k' + 1\). Thus, by Lemma 15.5, \(G - \hat{D}\) has at most \(k - k' + 1 = k - |\hat{D}| + 1\) connected components, and so \(\hat{D}\) satisfies property (iii) of a nice deletion set.

Property (iv). Now we consider property (iv) of a nice deletion set. We need to show that for any connected component \(C\) in \(G - \hat{D}\), \(V(C) \cap \text{def}(G - \hat{D}, f) \neq \emptyset\).

Case 1. Suppose \(V(C) \cap \text{Green} \neq \emptyset\). Let \(v \in V(C) \cap \text{Green}\). Suppose \(g(v) = 1\). Since \(\hat{B} \in A_g\), there exists a path \(P\) in \(G[(E_h \cup (E_r - \hat{B}))\) from \(v\) to a vertex \(u\) in \(\text{def}(G - (\hat{B} \cap E(G)), f)\). This implies that \(u \in \text{def}(G - \hat{D}, f)\). If \(E(P) \subseteq E(G - \hat{D})\), then \(u \in V(C)\). This implies that \(V(C) \cap \text{def}(G - \hat{D}) \neq \emptyset\). Suppose \(E(P) \not\subseteq E(G - \hat{D})\). This implies that some of the edges in \(E(P)\) are present in \(\hat{D}\). Since for all \(e \in \hat{D}\), \(e \in E_h\), and for all \(e' \in E_g \cap E(P), e\in E_h\), any edge \(e \in E(P) \cap \hat{D}\) also belongs to \(E_r\). Let \(e_1 = (u_1, v_1)\) be the first edge in in the path \(P\), such that \(e_1 \in \hat{D}\). Note that \(u_1 \in V(C)\) and \(d_{G - \hat{D}}(u_1) < f(u_1)\), because \(u_1 \in \text{Red}\). Hence \(V(C) \cap \text{def}(G - \hat{D}) \neq \emptyset\).
Now we consider the case $g(v) = 0$. We know that there is a path $P$ in $G - D$ from the vertex $v$ to a vertex $u$ such that $u \in \text{def}(G - D, f)$ and $E(P) \cap E_g \subseteq E_b$. This implies that $P$ is a path in $G[E_b \cup (E_r \setminus D)]$. Since $g(v) = 0$ and $P$ is a path in $G[E_b \cup (E_r \setminus D)]$, we have that $d_{G-(B \cap E(G))}(u) \geq f(u)$. If $u \in \text{Green}$, then $d_{G-B}(u) = d_{G-D}(u) < f(u)$. If $u \in \text{Red}$, then there is $e = (u, w) \in Z \cap E(G)$. This implies that $d_{G-B}(u) < f(u)$ because $d_G(u) \leq f(u)$ and $(u, w) \in \hat{D}$. In either case $u \in \text{def}(G - \hat{D}, f)$. If $E(P) \subseteq E(G - \hat{D})$, then $u \in V(C)$. This implies that $V(C) \cap \text{def}(G - \hat{D}) \neq \emptyset$. Suppose $E(P) \not\subseteq E(G - \hat{D})$. This implies that some of the edges in $E(P)$ are present in $\hat{D}$. Since for all $e \in \hat{D}$, $e \in E_b$ and for all $e' \in E_g \cap E(P)$, $e' \in E_b$, any edge $e \in E(P) \cap \hat{D}$ also belongs to $E_r$. Let $e_1 = (x, y)$ be the first edge in in the path $P$, such that $e_1 \in \hat{D}$. Note that $x \in V(C)$ and $d_{G-B}(x) < f(x)$, because $x \in \text{Red}$. Hence $V(C) \cap \text{def}(G - \hat{D}) \neq \emptyset$.

**Case 2.** Suppose $V(C) \subseteq \text{Red}$ and there exists a connected component $F$ in $C$ such that $V(F) \cap V(C) \neq \emptyset$. If $g(F) = 1$, then we know that $\hat{B} \cap E(G)$ contains an edge which is also present in $E(F)$, because $\hat{B} \in A_g$. Then by Lemma 15.6 we have that $V(C) \cap \text{def}(G - \hat{D}) \neq \emptyset$. If $g(F) = 0$, then there exists an edge $e$ in $Z \cap E(G)$ such that $e \in E(F)$, because $D$ satisfies properties of Lemma 15.1 and $B \in A_g$. This implies that, by Lemma 15.6, we have that $V(C) \cap \text{def}(G - \hat{D}) \neq \emptyset$.

**Case 3.** Suppose $V(C) \subseteq \text{Red}$ and for all connected component $F$ in $C$, $V(F) \cap V(C) = \emptyset$. Then there exists a path $P$ from a vertex $v$ in $V(C)$ to a vertex $u$ in $\text{Green}$ in graph $G$. Let $e = (x, y)$ be the first edge in the path $P$ such that $e \in \hat{D}$. Note that such an edge $e$ exists because $V(C) \subseteq \text{Red}$ and $x \in \text{Red}$. Since $x \in \text{Red}$ and $(x, y) \in \hat{D}$, we have that $d_{G-B}(x) < f(x)$. This implies that $V(C) \cap \text{def}(G - \hat{D}) \neq \emptyset$.

**Property (v).** Now consider property (v) of a nice deletion set. We need to show that there exists a proper deficiency map $\hat{\psi}$ over $S(G - \hat{D})$. We know that $\psi'$ is a proper deficiency map over $S(G - D)$. Let

$$P = B \cap E(G), \hat{P} = \hat{B} \cap E(G), Q = B \cap E(G) \text{ and } \hat{Q} = \hat{B} \cap E(G).$$

We claim that for all $v \in V(G)$, $d_{G-P+\hat{Q}}(v) = d_{G-P+Q}(v)$. Since $\hat{P} \cup \hat{Q}, P \cup Q \in \mathcal{D}[T_m', T_g', T_r', k_1', k_2', i, X, Y] \subseteq Q(T_m', T_g', T_r', k_1', k_2', i, X, Y)$, there exist proper deficiency maps $\psi_1$ over $(S(G - \hat{P}, f) \cup T_g' \cup Y) \setminus (T_r' \cup X_{P,f})$ and $\psi_2$ over $(S(G - P, f) \cup T_g' \cup Y) \setminus (T_r' \cup X_{P,f})$ such that $E_{\psi_1} = \hat{Q}$ and $E_{\psi_2} = Q$. This implies that for any $v \in \text{Red}$,

$$d_{G-P+\hat{Q}}(v) = f(v) + Y(v) - T_r'(v) - X(v) = d_{G-P+Q}(v).$$
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For any \( v \in \text{Green} \), since \( d_{G-P}(v) = d_{G-P}(v) \) and \( \psi_1, \psi_2 \) are proper deficiency maps over \((S(G-P, f) \cup T_y \cup Y) \setminus (T_r \cup X_P, f)\) respectively, we have that \( d_{G-P+Q}(v) = d_{G-P+Q}(v) \). Hence, for all \( v \in V(G), d_{G-P+Q}(v) = d_{G-P+Q}(v) \).

Now we claim that for all \( v \in V(G), d_{G-D+\hat{A}}(v) = d_{G-D+\hat{A}}(v) \).

\[
d_{G-D+\hat{A}}(v) = d_{G-P+Q}(v) - |E_G(v) \cap Z| + |E_G(v) \cap Z| = d_{G-P+Q}(v) - |E_G(v) \cap Z| + |E_G(v) \cap Z| = d_{G-D+\hat{A}}(v)
\]

We have that \( \psi' \) is a proper deficiency map over \( S(G-D), f \) such that \( E_{\psi'} = A \). This implies that \( d_{G-D+\hat{A}}(v) = f(v) \) for all \( v \in V(G) \). Since \( d_{G-D+\hat{A}}(v) = d_{G-D+\hat{A}}(v) \), we have that \( d_{G-D+\hat{A}}(v) = f(v) \) for all \( v \in V(G) \). Let \( \hat{A} = \{e_1, e_2, \ldots, e_r\} \) where \( r = k - |D| \). Since for all \( v \in V(G), d_{G-D+\hat{A}}(v) = f(v) \), we have that there are exactly \( f(v) - d_G(v) \) edges in \( \hat{A} \) which are adjacent to \( v \). Now we define a function \( \hat{\psi} : S(G-D, f) \rightarrow S(G-D, f) \) as follows. \( \hat{\psi}(u(i)) = v(j) \) if \( (u, v) = e_\ell \) such that there are exactly \( i - 1 \) edges from \( \{e_1, \ldots, e_{\ell-1}\} \) are incident on \( u \) and there are exactly \( j - 1 \) edges from \( \{e_1, \ldots, e_{\ell-1}\} \) are incident on \( v \). By Claim 15.1 of Lemma 15.1 we have that \( \hat{\psi} \) is a proper deficiency map. Since we constructed \( \hat{\psi} \) from \( \hat{\psi}, E_{\hat{\psi}} = \hat{\psi} \).

The proof of above claim completes the proof of the lemma.

So our algorithm computes \( S[T_m', T_g', T_r', k_1', k_2', i, X, Y] \) using Equations 15.6, 15.7 and 15.8 from DP table entries computed for \( i - 1 \) and then computes a family \( D[T_m', T_g', T_r', k_1', k_2', i, X, Y] \) as explained above. If there exists a set \( B \) in the family \( D[T_m', T_g', \emptyset, k_1, k_2, k, \emptyset, \emptyset] \) such that \( B \cap E(G) \) is a nice deletion set then the algorithm outputs YES. Otherwise the algorithm outputs NO. The correctness of the algorithm follows from Lemmata 15.1 and 15.8.

**Running Time.** Let \( |V(G)| = n \) and \( E(G) = m \). Then the rank of the matroid \( M \) is bounded by \( m + k \). Consider the construction of \( D[T_m', T_g', T_r', k_1', k_2', i, X, Y] \).

First we constructed \( S[T_m', T_g', T_r', k_1', k_2', i, X, Y] \) using equations 15.6, 15.7 or 15.8 from \( D[T_m', T_g', T_r', k_1', k_2', i-1, X', Y'] \). Thus the size of \( S[T_m', T_g', T_r', k_1', k_2', i, X, Y] \) is,

\[
O \left( \max_{T_m', T_g', T_r', k_1', k_2', i-1, X', Y'} \left| D[T_m', T_g', T_r', k_1', k_2', i-1, X', Y'] \right| \cdot \left( \frac{n}{2} \right) \right)
\]

175
We know that $\mathcal{D}[T'_m, T'_g, T'_r, k'_1, k'_2, i, X', Y'] = \bigcup_{g \in J} \hat{A}_g$ where $\hat{A}_g$ is a $(k - (i - 1))$-representative family computed using Theorem 13.3. Thus by Theorem 13.3, $|\hat{A}_g|$ is bounded by $(m + k)k\binom{k}{i - 1}$. The cardinality of $\text{Green} \cup \mathcal{C}$ is bounded by $2k$, because any solution should contain at least one edge incident to each green vertex and one edge from each component in $\mathcal{C}$. Hence $|J| = 4^k$. Thus the size of $\mathcal{S}[T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y]$ is bounded by $4^k(m + k)k\log n = 4^k\binom{k}{i - 1}n^{O(1)}$.

Then we have partitioned $\mathcal{S}[T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y]$ based on $g \in J$. That is, $\mathcal{S}[T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y] = \bigcup_{g \in J} \mathcal{A}_g$.

Then we computed a $(k - i)$-representative family $\hat{A}_g$ of $\mathcal{A}_g$ for each $g \in J$. By Theorem 13.3, the running time of this computation is upper bounded by,

$$4^k \binom{k}{i - 1} \binom{k}{i}^{\omega - 1} n^{O(1)}$$

Thus the running time to compute $\mathcal{D}[T'_m, T'_g, T'_r, k'_1, k'_2, i, X, Y]$ is bounded by,

$$4^k \binom{k}{i - 1} \binom{k}{i}^{\omega - 1} n^{O(1)}.$$ 

The cardinality of $T_m \cup T_g \cup T_r$ is at most $2k$, otherwise we need more than $k$ edges in the solution. Thus the running time of the algorithm, once we guessed $k', k_1, k_2$ and $\Phi(v)$ for all $v$, is upper bounded by,

$$\sum_{i=1}^{k} 2^{2k} 4^k \binom{k}{i - 1} \binom{k}{i}^{\omega - 1} n^{O(1)} = 2^{(4 + \omega)k + o(k)}n^{O(1)}.$$ 

Since the number of possible guesses for $k', k_1, k_2$ and $\Phi$ is at most $4^kk^{O(1)}$, the total running time of the algorithm is $2^{(6 + \omega)k}n^{O(1)}$. Also note that we run the entire algorithm $\left(\frac{2^7}{\sqrt{e}}\right)^k$ time to improve the success probability to at least $(1 - 1/e)$.

**Theorem 15.3.** There is a randomized algorithm running in time $\left(\frac{2^7}{\sqrt{e}}\right)^k 2^{(6 + \omega)k}n^{O(1)}$ for ECG.
15.2.4 Derandomization

In this subsection we explain how to derandomize the above algorithm. Our algorithm can be derandomized using $n$-p-q-lopsided-universal family. Recall that a family $F$ of sets over a universe $U$ of size $n$ is an $n$-p-q-lopsided-universal family if for every $A \in \binom{U}{p}$ and $B \in \binom{U \setminus A}{q}$ there is an $F \in F$ such that $A \subseteq F$ and $B \cap F = \emptyset$.

By Lemma 5.5 we know that there is an algorithm that constructs an $n$-p-q-lopsided-universal family $F$ of size $(\binom{p+q}{p} \cdot 2^{\alpha(p+q)} \cdot \log n)$ in time $O((\binom{p+q}{p} \cdot 2^{\alpha(p+q)} \cdot n \log n))$. To derandomize our algorithm, instead of randomly coloring the edges in $E_g$, we use $(\lfloor |E_g|, 7k, k \rfloor)$-lopsided-universal family $F$. We run our algorithm $|F|$ may times as follows. For each $F \in F$, we color $F$ with orange and $E_g \setminus F$ with black and run our algorithm. The correctness of derandomization follows from the definition of $n$-7k-k-lopsided-universal family.

**Fact 15.1.** By Stirling’s approximation, $\binom{k}{\alpha k} \leq \left(\frac{\alpha - \alpha}{\alpha - 1}\right)^{k} [112]$.

Thus by using Lemma 5.5, we can derandomize our algorithm and we get the following theorem where its running time follows from Fact 21.1.

**Theorem 15.4.** There is a deterministic algorithm running in time $\left(\frac{7^7}{6^6}\right)^k 2^{(6+\omega)k} n^{O(1)}$ for ECG.

15.3 Editing to Connected $f$-Degree Graph with Costs

In this section we prove hardness of the following weighted variant of the editing problem.

**Editing to Connected $f$-Degree Graph with Costs**  **Parameter:** $k+d$

**Input:** A graph $G$, integers $d, k, C \in \mathbb{N}^+ \cup \{0\}$ and functions $f : V(G) \to \{1, 2, \ldots, d\}$ and $c : \binom{V(G)}{2} \to \mathbb{N}^+ \cup \{0\}$

**Question:** Does there exist a connected graph $F$ such that for every vertex $v$, $d_F(v) = f(v)$, $|E(G) \triangle E(F)| \leq k$, and $c(E(G) \triangle E(F)) \leq C$?

**Theorem 15.5.** Editing to Connected $f$-Degree Graph with Costs is $W[1]$-hard for trees when parameterized by $k+d$ even if costs are restricted to be 0 or 1.
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Proof. We reduce the CLIQUE problem that is well known to be W[1]-complete [41]. In this problem we are given an undirected graph $G$ and a positive integer $k$ as an input and the objective is to check whether $G$ has a clique of size at least $k$. It is straightforward to observe that CLIQUE is W[1]-complete for the instances where $k$ is restricted to be odd. To see this, it is sufficient to notice that if $G'$ is the graph obtained from a graph $G$ by adding a vertex that is adjacent to every other vertex of $G$, then $G$ has a clique of size $k$ if and only if $G'$ has a clique of size $k + 1$.

Let $(G, k)$ be an instance of CLIQUE and $k \geq 3$ is odd. Let $V(G) = \{v_1, \ldots, v_n\}$. We construct the tree $T$ and define the function $c$ as follows.

i) Construct vertices $v_1, \ldots, v_n$ and set $c(v_iv_j) = 0$ if $v_iv_j \in E(G)$ for $i, j \in \{1, \ldots, n\}$.

ii) For each $i \in \{1, \ldots, n\}$, construct vertices $a_i, x_i^1, \ldots, x_i^{k-1}, y_i^1, y_i^3, y_i^5, \ldots, y_i^{k-2}$ and $z_i^1, z_i^3, z_i^5, \ldots, z_i^{k-2}$ and edges $a_iv_i, v_ix_i^1, \ldots, v_ix_i^{k-1}, x_i^1y_i^1, x_i^3y_i^3, \ldots, x_i^{k-2}y_i^{k-2}$ and $y_i^1z_i^1, y_i^3z_i^3, y_i^5z_i^5, \ldots, y_i^{k-2}z_i^{k-2}$. Set $c(a_iv_i) = 1, c(v_ix_i^1) = \ldots = c(v_ix_i^{k-1}) = 0, c(x_i^1y_i^1) = c(x_i^3y_i^3) = \ldots = c(x_i^{k-2}y_i^{k-2}) = 1$ and $c(y_i^1z_i^1) = c(y_i^3z_i^3) = \ldots = c(y_i^{k-2}z_i^{k-2}) = 0$. 

Figure 15.1: Construction of $T$. The edges of cost 0 are shown by thin lines, the edges of cost 1 are shown by thick lines and the non-edges of cost 0 are shown by dashed lines. Notice that the graph $G$ is encoded by assigning the cost 0 to every non-edge of $T$ corresponding to an edge of $G$. 
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iii) For each $i \in \{1, \ldots, n\}$, construct vertices $u_1^i, \ldots, u_{k-1}^i$ and $w_0^i, \ldots, w_k^i$ and edges $u_1^i w_1^i, \ldots, u_{k-1}^i w_{k-1}^i, w_0^i w_1^i, w_0^i w_3^i, \ldots, w_0^i w_k^i$ and $u_1^i u_2^i, u_3^i u_4^i, \ldots, u_{k-2}^i u_{k-1}^i$. Set $c(u_1^i w_1^i) = \ldots = c(u_{k-1}^i w_{k-1}^i) = 1$, $c(w_0^i w_1^i) = c(w_0^i w_3^i) = \ldots = c(w_0^i w_k^i) = 0$ and $c(u_1^i u_2^i) = c(u_3^i u_4^i) = \ldots = c(u_{k-2}^i u_{k-1}^i) = 0$. Set $c(u_1^i w_2^i) = c(w_3^i w_4^i) = \ldots = c(w_{k-2}^i w_{k-1}^i) = 0$.

iv) For each $i \in \{1, \ldots, n\}$, set $c(u_1^i x_1^i) = \ldots = c(u_{k-1}^i x_{k-1}^i) = 0$.

v) Construct vertices $s, t, r$ and edges $rs, st, tw_0^i$, $w_0^i w_0^2, w_0^2 w_0^3, \ldots, w_0^{n-1} w_0^n$, $w_0^n a_1$ and $a_1 a_2, a_2 a_3, \ldots, a_{n-1} a_n$. Set $c(rs) = c(st) = c(tw_0^i) = 1$, $c(w_0^i w_0^n) = c(w_0^2 w_0^n) = \ldots = c(w_0^{n-1} w_0^n) = 1$, $c(w_0^n a_1) = 1$ and $c(a_1 a_2) = c(a_2 a_3) = \ldots = c(a_{n-1} a_n) = 1$.

vi) Set $c(sw_0^i) = \ldots = c(sw_0^n) = 0$, $c(tw_0^2) = \ldots = c(tw_0^n) = 0$.

vii) For each $i \in \{1, \ldots, n\}$, set $c(r y_1^i) = c(r y_2^i) = \ldots = c(r y_{k-2}^i) = 0$ and $c(r z_1^i) = c(r z_2^i) = \ldots = c(r z_{k-2}^i) = 0$.

viii) For any $pq \in (V(T)) \setminus E(T)$, set $c(pq) = 1$ if $c(pq)$ was not set to be 0 in i)–vii).

We define $f(s) = k + 2$, $f(t) = k + 2$, $f(r) = 1 + k(k - 1)$ and set $f(p) = d_T(p)$ for $p \in V(G) \setminus \{s, t, r\}$. Finally, we set $C = 0$, $d = 2 + k(k - 1)$ and $k' = 5k^2 - 2k + k(k - 1)/2$ and obtain an instance $(T, d, k', C, f, c)$ of Editing to Connected $f$-Degree Graph with Costs. Clearly, $T$ is a tree. We show that $(T, d, k', C, f, c)$ is a Yes-instance of Editing to Connected $f$-Degree Graph with Costs if and only if $G$ has a clique of size $k$.

For $i \in \{1, \ldots, n\}$, let

$$D_i = \{w_0^i w_1^i, w_2^i w_3^i, \ldots, w_{k-1}^i w_k^i\} \cup \{u_1^i u_2^i, u_3^i u_4^i, \ldots, u_{k-2}^i u_{k-1}^i\} \cup \{v_i x_1^i, \ldots, v_i x_{k-1}^i\} \cup \{y_1^i z_1^i, y_3^i z_3^i, \ldots, y_{k-2}^i z_{k-2}^i\},$$

and

$$A_i = \{sw_0^i, tw_0^i\} \cup \{w_1^i w_2^i, w_3^i w_4^i, \ldots, w_{k-2}^i w_{k-1}^i\} \cup \{x_1^i u_1^i, \ldots, x_{k-1}^i u_{k-1}^i\} \cup \{ry_1^i, ry_3^i, \ldots, ry_{k-2}^i\} \cup \{rz_1^i, rz_3^i, \ldots, rz_{k-2}^i\}.$$
\( k(k-1)/2 \). We let \( D = \bigcup_{j=1}^{k} D_{ij} \) and \( A = A' \cup (\bigcup_{j=1}^{k} A_{ij}) \). It is straightforward to verify that \( c(D \cup A) = 0, |D| + |A| = k' \), \( G' = T - D + A \) is a connected graph and for every \( p \in V(G'), d_{G'}(p) = f(p) \).

Assume now that \((T, d, k', C, f, c)\) is a Yes-instance of Editing to Connected f-Degree Graph with Costs. Then there are sets \( D \subseteq E(T) \) and \( A \subseteq (V(T))^{k} \) such that \(|D| + |A| \leq k'\), \( c(D \cup A) = 0 \), \( G' = T - D + A \) is a connected graph and for every \( p \in V(G') \), \( d_{G'}(p) = f(p) \). Because \( f(s) = k + 2 \) and \( d_{T}(s) = 2 \), \( A \) contains at least \( k \) edges incident to \( s \). Since \( c(A) = 0 \), we have that there are \( sw_{ij}^{0}, \ldots, sw_{k}^{i} \in A \) for some distinct \( i_{1}, \ldots, i_{k} \in \{1, \ldots, n\} \).

Consider \( sw_{ij}^{0} \) for some \( j \in \{1, \ldots, k\} \). Because \( f(w_{ij}^{0}) = d_{T}(w_{ij}^{0}) \), \( D \) has an edge of cost 0 incident to \( w_{ij}^{0} \). Hence, \( w_{ij}^{0} \in D \). Now we consider \( w_{ij}^{1} \) and observe that there is an edge of cost 0 in \( A \) that is incident to \( w_{ij}^{1} \) and, therefore, \( w_{ij}^{1} \in A \).

Repeating these arguments, we conclude that

\[
R = \{ w_{ij}^{0}, w_{ij}^{1}, w_{ij}^{2}, \ldots, w_{ij}^{k-1}, w_{ij}^{k} \} \subseteq D \quad \text{and} \quad S = \{ sw_{ij}^{0}, w_{ij}^{1}, w_{ij}^{2}, \ldots, w_{kj}^{k-1}, w_{kj}^{k} \} \subseteq A.
\]

Consider \( F = T - R + S \). Observe that for any \( h \in \{1, \ldots, (k-1)/2\} \), we have that \( F'[\{w_{2h-1}^{ij}, w_{2h}^{ij}, u_{2h-1}^{ij}, u_{2h}^{ij}\}] \) is a component of \( F \). Since \( G' \) is connected, \( A \) has an edge incident to a vertex of each component of this type. We have that for \( h \in \{1, \ldots, (k-1)/2\} \), \( x_{2h-1}^{ij} u_{2h-1}^{ij} \in A \) or \( x_{2h}^{ij} u_{2h}^{ij} \in A \). As \( f(u_{2h-1}^{ij}) = d_{T}(u_{2h-1}^{ij}) \) and \( f(u_{2h}^{ij}) = d_{T}(u_{2h}^{ij}) \), \( D \) has an edge incident to one of these vertices and, therefore, \( u_{2h-1}^{ij} u_{2h}^{ij} \in D \) and \( x_{2h-1}^{ij} x_{2h}^{ij} \in A \). Because \( f(x_{2h-1}^{ij}) = d_{T}(x_{2h-1}^{ij}) \), \( x_{2h-1}^{ij} v_{ij}, x_{2h}^{ij} v_{ij} \in D \).

We obtain that

\[
R' = R \cup \{ u_{ij}^{0} u_{ij}^{1}, u_{ij}^{0} u_{ij}^{2}, \ldots, u_{ij}^{0} u_{ij}^{k-1}\} \cup \{ v_{ij} x_{ij}^{1}, \ldots, v_{ij} x_{ij}^{k-1}\} \subseteq D
\]

and

\[
S' = S \cup \{ x_{ij}^{0} u_{ij}^{1}, \ldots, x_{ij}^{0} u_{ij}^{k-1}\} \subseteq A.
\]

Let \( F' = T - R' + S' \). Now we have that for \( h \in \{1, \ldots, (k-1)/2\} \),
\( F'[\{w_{2h-1}^{ij}, w_{2h}^{ij}, u_{2h-1}^{ij}, x_{2h-1}^{ij}, x_{2h}^{ij}, y_{2h-1}^{ij}, z_{2h-1}^{ij}\}] \) is a component of \( F' \). Because \( G' \) is connected, \( r_{y_{2h-1}^{ij}} y_{2h-1}^{ij} \in A \) or \( r_{z_{2h-1}^{ij}} z_{2h-1}^{ij} \in A \). As \( f(y_{2h-1}^{ij}) = d_{T}(y_{2h-1}^{ij}) \) and \( f(z_{2h-1}^{ij}) = d_{T}(z_{2h-1}^{ij}) \), \( y_{2h-1}^{ij} z_{2h-1}^{ij} \in D \) and \( r_{y_{2h-1}^{ij}} r_{z_{2h-1}^{ij}} \in A \). We conclude that \( D_{ij} \subseteq D \) and \( A_{ij} \subseteq A \). Let

\[
R'' = \bigcup_{j=1}^{k} D_{ij}, \quad S'' = \bigcup_{j=1}^{k} A_{ij}.
\]
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We have that $R'' \subseteq D$ and $S'' \subseteq A$. Notice that $|R''| + |S''| = 5k^2 - 2k = k' - k(k - 1)/2$. Consider $F'' = T - R'' + S''$. For $j \in \{1, \ldots, k\}$, $d_{F''}(v_{ij}) = d_T(v_{ij}) - (k - 1)$.

It implies that $A' = \{v_{ij}v_{ih} | 1 \leq j < h \leq k\} \subseteq A$ and $c(A') = 0$. Hence, $K = \{v_{i1}, \ldots, v_{ik}\}$ is a clique in $G$. □
Chapter 16

Representative Family
Computation for a Product Family in a Linear Matroid

Let $M = (E, \mathcal{I})$ be a matroid and $\mathcal{A}$ and $\mathcal{B}$ be two subsets of $\mathcal{I}$. Then we define the product of $\mathcal{A}$ and $\mathcal{B}$, denoted by $\mathcal{A} \odot \mathcal{B}$ as,

$$\mathcal{A} \odot \mathcal{B} = \{ A \cup B : A \cup B \in \mathcal{I}, A \in \mathcal{A}, B \in \mathcal{B} \text{ and } A \cap B = \emptyset \}.$$

That is $\mathcal{A} \odot \mathcal{B} = (\mathcal{A} \bullet \mathcal{B}) \cap \mathcal{I}$. In this chapter we give an algorithm for computing representative families of product families in a linear matroid. A naive approach for computing a representative family of $\mathcal{F} = \mathcal{A} \odot \mathcal{B}$ would be to compute the product $\mathcal{A} \odot \mathcal{B}$ first and then compute a representative family of the product. By applying Theorem 13.1, we can compute a $q$-representative family of a $p$-family $\mathcal{F}$ of independent sets in time $(\frac{p+q}{p})^{\omega-1} |\mathcal{F}|$. In this chapter we give an algorithm that significantly outperforms the naive approach. An appealing feature of our algorithm is that it works by reducing the computation of a representative family for $\mathcal{F}$ to the computation of representative families for many smaller families. Thus an improved algorithm for the computation of representative sets for general families will automatically accelerate our algorithm for product families as well. In this chapter we prove the following theorem.

**Theorem 16.1.** Let $M = (E, \mathcal{I})$ be a linear matroid of rank $k$, $\mathcal{L}_1$ be a $p_1$-family of independent sets of $M$ and $\mathcal{L}_2$ be a $p_2$-family of independent sets of $M$. Given a representation $A_M$ of $M$ over a field $\mathbb{F}$, we can find $\hat{\mathcal{L}}_1 \odot \hat{\mathcal{L}}_2 \subseteq_{\min \text{rep}}^{k-p_1-p_2} \mathcal{L}_1 \odot \mathcal{L}_2$. 
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of size at most \( \binom{k}{p_1+p_2} \) in \( \mathcal{O}\left(|\mathcal{L}_2||\mathcal{L}_1|\binom{k-p_2}{p_1-1}p_1^{\omega} + |\mathcal{L}_2|\binom{k-p_2}{p_1+p_2}\omega^{-1}(p_1+p_2)^\omega\right) \) operations over \( \mathbb{F} \).

**Algorithm.** We give an algorithm to compute \( q \)-representative family for product families of a linear matroid. That is, given a matroid \( M = (E, \mathcal{I}) \), families of independent sets \( \mathcal{A} \) and \( \mathcal{B} \) of sets of sizes \( p_1 \) and \( p_2 \) respectively, and a positive integer \( q \), we compute \( \hat{\mathcal{F}} \subseteq q \text{rep}\mathcal{F} \), where, \( \mathcal{F} = \mathcal{A} \circ \mathcal{B} \), of size \( \binom{k}{p_1+p_2} \) efficiently. We compute a \( q \)-representative family for \( \mathcal{F} \) in two steps. In the first step we compute an intermediate \( q \)-representative family and then apply Theorem 13.2 to compute \( q \)-representative family of the desired size. The intermediate \( q \)-representative family is obtained by computing \( q \)-representative families of slices, \( \mathcal{A} \circ \{B\} \) for all \( B \in \mathcal{B} \), and then take its union. We start with the following lemma that will be central to our faster algorithm for computing the desired \( q \)-representative family for a product family of a linear matroid.

**Lemma 16.1** (Slice Computation Lemma). Let \( M = (E, \mathcal{I}) \) be a linear matroid of rank \( k \), \( \mathcal{L} \) be a \( p_1 \)-family of independent sets of \( M \) and \( S \in \mathcal{I} \) of size \( p_2 \). Furthermore, let \( w : \mathcal{L} \circ \{S\} \rightarrow \mathbb{N} \) be a non-negative weight function. Then given a representation \( A_M \) of \( M \) over a field \( \mathbb{F} \), we can find \( \mathcal{L} \subseteq_{\text{rep}} \mathcal{L} \circ \{S\} \) of size at most \( \binom{k-p_2}{p_1} \) in \( \mathcal{O}\left(\binom{k-p_2}{p_1}|\mathcal{L}|p_1^{\omega} + |\mathcal{L}||\binom{k-p_2}{p_1}\omega^{-1}\right) \) operations over \( \mathbb{F} \).

**Proof.** Observe that \( \mathcal{L} \circ \{S\} \) is a \( p_1 + p_2 \)-family of independent sets of \( M \) and all sets in \( \mathcal{L} \circ \{S\} \) contain \( S \) as a subset. Let \( A_M \) the matrix representing the matroid \( M \) over a field \( \mathbb{F} \). Without loss of generality we can assume that the first \( p_2 \) columns of \( A_M \) correspond to the elements in \( S \). Furthermore, we can also assume that the first \( p_2 \) columns and \( p_2 \) rows form an identity matrix \( I_{p_2 \times p_2} \). That is, if \( S \) denotes the first \( p_2 \) columns and \( Z \) denotes the first \( p_2 \) rows then the submatrix \( A_M[Z,S] \) is \( I_{p_2 \times p_2} \). The reason for the last assertion is that if the matrix is not in the required form then we can apply elementary row operations and obtain the matrix in the desired form. This also allows us to assume that the number of rows in \( A_M \) is \( k \). So \( A_M \) have the following form.

\[
\begin{pmatrix}
I_{p_2 \times p_2} & A \\
0 & B
\end{pmatrix}
\]

Let \( A_{M/S} \) be the matrix obtained after deleting first \( p_2 \) rows and first \( p_2 \) columns from \( A_M \). That is, \( A_{M/S} = B \). Let \( M/S = (E_s, \mathcal{I}_s) \) be the matroid represented by the matrix \( A_{M/S} \) on the underlying ground set \( E_s = E \setminus S \). Observe that the
\( \text{rank}(M/S) = \text{rank}(B) = k - p_2 \), else the \( \text{rank}(A_M) \) would become strictly smaller than \( k \). Let \( e_1, e_2, \ldots, e_{p_2} \) be the first \( p_2 \) column vectors of \( A_M \), i.e., they are columns corresponding to the elements of \( S \). For a column vector \( v \) in \( A_M \), \( \bar{v} \) is used to denote the column vector restricted to the matrix \( A_{M/S} \) (i.e., \( \bar{v} \) contains the last \( k - p_2 \) entries of \( v \)).

Now consider the set \( \mathcal{L}(S) = \{ X \mid X \cup S \in \mathcal{L} \cap \{ S \} \} \). We also define a new non-negative weight function \( w' : \mathcal{L}(S) \to \mathbb{N} \) as follows: \( w'(X) = w(X \cup S) \). We would like to compute \( k - p_2 \) representative for \( \mathcal{L}(S) \). Towards that goal we first show that \( \mathcal{L}(S) \) is a \( p_1 \)-family of independent sets of \( M/S \). Let \( X \in \mathcal{L}(S) \). We know that \( X \cup S \in \mathcal{I} \). Let \( v_1, v_2, \ldots, v_{p_1} \) be the column vectors in \( A_M \) corresponding to the elements in \( X \). Suppose \( X \notin \mathcal{I} \). Then there exist coefficients \( \lambda_1, \ldots, \lambda_{p_1} \) such that

\[
\lambda_1 v_1 + \lambda_2 v_2 + \cdots + \lambda_{p_1} v_{p_1} = \bar{0}
\]

This implies that

\[
-a_1 e_1 - a_2 e_2 - \cdots - a_{p_2} e_{p_2} + \lambda_1 v_1 + \lambda_2 v_2 + \cdots + \lambda_{p_1} v_{p_1} = \bar{0},
\]

which contradicts the fact that \( S \cup X \in \mathcal{I} \). Hence \( X \in \mathcal{I} \) and \( \mathcal{L}(S) \) is a \( p_1 \)-family of independent sets of \( M/S \).

Now we apply Theorem 13.2 and find \( \widehat{\mathcal{L}}(S) \subseteq_{\min \text{rep}}^{|k-p_1-p_2|} \mathcal{L}(S) \) of size \( (k-p_2) \), by considering \( \mathcal{L}(S) \) as a \( p_1 \)-family of independent sets of the matroid \( M/S \). We claim that \( \widehat{\mathcal{L}}(S) \cap \{ S \} \subseteq_{\min \text{rep}}^{|k-p_1-p_2|} \mathcal{L} \cap \{ S \} \). Let \( X \cup S \in \mathcal{L} \cap \{ S \} \) and \( Y \subseteq E \setminus (X \cup S) \) such that \( |Y| = k - p_1 - p_2 \) and \( X \cup S \cup Y \in \mathcal{I} \). We need to show that there exists a \( \widehat{X} \in \widehat{\mathcal{L}}(S) \) such that \( \widehat{X} \cup S \cup Y \in \mathcal{I} \) and \( w(\widehat{X} \cup S) \leq w(X \cup S) \). We start by showing that that \( X \cup Y \in \mathcal{I} \). Let \( v_1, v_2, \ldots, v_{k-p_2} \) be the column vectors in \( A_M \) corresponding to the elements of \( X \cup Y \). Suppose \( X \cup Y \notin \mathcal{I} \). Then there exist coefficients \( \lambda_1, \ldots, \lambda_{k-p_2} \) such that

\[
\lambda_1 v_1 + \lambda_2 v_2 + \cdots + \lambda_{k-p_2} v_{k-p_2} = \bar{0}
\]

and at least one of them is non-zero.
Then we have the following.

\[
\lambda_1 v_1 + \lambda_2 v_2 + \cdots + \lambda_{k-p_2} v_{k-p_2} = \begin{pmatrix} b_1 \\ \vdots \\ b_{p_2} \\ 0 \\ \vdots \\ 0 \end{pmatrix}
\]

However this implies that \(-b_1 e_1 - b_2 e_2 - \cdots - b_{p_2} e_{p_2} + \lambda_1 v_1 + \lambda_2 v_2 + \cdots + \lambda_{k-p_2} v_{k-p_2} = \vec{0}\), which contradicts the fact that \(S \cup X \cup Y \in \mathcal{I}\). Hence \(X \cup Y \in \mathcal{I}\). Since \(\mathcal{L}(S) \subseteq k_{\minrep} \mathcal{L}(S)\), there exists a set \(\hat{X} \in \mathcal{L}(S)\), with \(w'(\hat{X}) \leq w'(X)\) (i.e. \(w(\hat{X} \cup S) \leq w(X \cup S)\)) and \(\hat{X} \cup Y \in \mathcal{I}\). We claim that \(\hat{X} \cup S \cup Y \in \mathcal{I}\). Let \(u_1, u_2, \ldots, u_{k-p_2}\) be the column vectors in \(A_M\) corresponding to the elements of \(\hat{X} \cup Y\). Suppose \(\hat{X} \cup S \cup Y \notin \mathcal{I}\). Then there exist coefficients \(\alpha_1, \ldots, \alpha_k\) such that \(\alpha_1 e_1 + \alpha_2 e_2 + \cdots + \alpha_{p_2} e_{p_2} + \alpha_{p_2+1} u_1 + \cdots + \alpha_k u_{k-p_2} = \vec{0}\) and at least one of the coefficients is non-zero. We claim that at least one of the coefficients among \(\{\alpha_{p_2+1}, \ldots, \alpha_k\}\) is non-zero. Suppose not, then \(\alpha_1 e_1 + \cdots + \alpha_{p_2} e_{p_2} = 0\) and at least one of the coefficients among \(\{\alpha_1, \ldots, \alpha_{p_2}\}\) is non-zero. This contradicts the fact that \(S \in \mathcal{I}\). Since \(\alpha_1 e_1 + \cdots + \alpha_{p_2} e_{p_2} + \alpha_{p_2+1} u_1 + \cdots + \alpha_k u_{k-p_2} = \vec{0}\), we have that \(\alpha_{p_2+1} \bar{u}_1 + \cdots + \alpha_k \bar{u}_{k-p_2} = \vec{0}\), where \(\bar{u}_j\) are restrictions of \(u_j\) to the last \(k-p_2\) entries. Also note that at least one of the coefficients among \(\{\alpha_{p_2+1}, \ldots, \alpha_k\}\) is non-zero. This contradicts our assumption that \(\hat{X} \cup Y \in \mathcal{I}\). Thus we have shown that \(\hat{X} \cup \hat{Y} \cup S \in \mathcal{I}\). The size of \(\mathcal{L}(S) \cap \{S\}\) is \(\binom{k-p_2}{p_1}\) and it can be found in \(\mathcal{O}\left(\binom{k-p_2}{p_1} |\mathcal{L}| p_1^\omega + |\mathcal{L}| (\binom{k-p_2}{p_1})^{\omega-1}\right)\) operations over \(\mathbb{F}\).

Now we are ready to prove the main Theorem 16.1 by using Lemma 16.1.

**Theorem 16.1** Let \(M = (E, \mathcal{I})\) be a linear matroid of rank \(k\), \(\mathcal{L}_1\) be a \(p_1\)-family of independent sets of \(M\) and \(\mathcal{L}_2\) be a \(p_2\)-family of independent sets of \(M\). Given a representation \(A_M\) of \(M\) over a field \(\mathbb{F}\), we can find \(\mathcal{L}_1 \odot \mathcal{L}_2 \subseteq k_{\minrep} \mathcal{L}_1 \odot \mathcal{L}_2\) of size at most \(\binom{k}{p_1+p_2}\) in \(\mathcal{O}\left(|\mathcal{L}_2||\mathcal{L}_1| (\binom{k-p_2}{p_1})^{\omega-1} p_1^\omega + |\mathcal{L}_2| (\binom{k-p_2}{p_1})^{\omega-1} (p_1+p_2)^\omega\right)\) operations over \(\mathbb{F}\).

**Proof.** Let \(\mathcal{L}_2 = \{S_1, S_2, \ldots, S_t\}\). Then we have

\[
\mathcal{L}_1 \odot \mathcal{L}_2 = \bigcup_{i=1}^t \mathcal{L}_1 \odot \{S_i\}.
\]
By Lemma 7.2,

$$\mathcal{L} = \bigcup_{i=1}^{\ell} \mathcal{L}_1 \bigcup \{S_i\} \subseteq \minrep(k, p_2, p_1) \mathcal{L}_1 \bigcup \mathcal{L}_2.$$ 

Using Lemma 16.1, for all $1 \leq i \leq \ell$, we find $\mathcal{L}_1 \bigcup \{S_i\} \subseteq \minrep(k, p_2, p_1) \mathcal{L}_1 \bigcup \{S_i\}$ of size $(k-p_2)_p$ in $\mathcal{O}\left(\frac{(k-p_2)}{p_1} |\mathcal{L}_1| |p_2^{\omega-1} + |\mathcal{L}_1| (\frac{k-p_2}{p_1})^{\omega-1}\right) = \mathcal{O}\left(|\mathcal{L}_1| (\frac{k-p_2}{p_1})^{\omega-1} p_2^\omega\right)$ operations over $\mathbb{F}$. Now $|\mathcal{L}| = |\bigcup_{i=1}^{\ell} \mathcal{L}_1 \bigcup \{S_i\}| \leq |\mathcal{L}_2|(k-p_2)_p$. Now we apply Theorem 13.2 and find $\hat{\mathcal{L}} \subseteq \minrep(k, p_2, p_1) \mathcal{L}_1 \bigcup \mathcal{L}_2$. The number of operations, denoted by $T_1$, over $\mathbb{F}$ to find $\hat{\mathcal{L}}$ from $\mathcal{L}$ is

$$T_1 = \mathcal{O}\left(\left(\frac{k}{p_1+p_1}\right) |\mathcal{L}_2| \left(\frac{k-p_2}{p_1}\right) (p_1+p_2) + |\mathcal{L}_2| \left(\frac{k}{p_1} \right) \left(\frac{k}{p_1+p_2}\right) \omega\right)$$

$$= \mathcal{O}\left(|\mathcal{L}_2| \left(\frac{k-p_2}{p_1}\right) \left(\frac{k}{p_1+p_2}\right) \omega(p_1+p_2)\right).$$

By Lemma 7.1, $\hat{\mathcal{L}} \subseteq \minrep(k, p_2, p_1) \mathcal{L}_1 \bigcup \mathcal{L}_2$. The number of operations, denoted by $T$, over $\mathbb{F}$ to find $\hat{\mathcal{L}}$ from $\mathcal{L}_1$ and $\mathcal{L}_2$ is

$$T = |\mathcal{L}_2| \cdot \mathcal{O}\left(|\mathcal{L}_1| \left(\frac{k-p_2}{p_1}\right) \omega^{-1} p_1^\omega\right) + T_1$$

$$= \mathcal{O}\left(|\mathcal{L}_2| |\mathcal{L}_1| \left(\frac{k-p_2}{p_1}\right) \omega^{-1} p_1^\omega + |\mathcal{L}_2| \left(\frac{k}{p_1} \right) \left(\frac{k}{p_1+p_2}\right) \omega(p_1+p_2)\right).$$

This completes the proof of the theorem. 

The following form of Theorem 16.1 will be directly useful in some applications.

**Corollary 16.1.** Let $M = (E, I)$ be a linear matroid of rank $k$, $\mathcal{L}_1$ and $\mathcal{L}_2$ be two families of independent sets of $M$ and the number of sets of size $p$ in $\mathcal{L}_1$ and $\mathcal{L}_2$ be at most $(\frac{k+c}{p})$. Here, $c$ is a fixed constant. Let $\mathcal{L}_{r,i}$ be the set of independent sets of size exactly $i$ in $\mathcal{L}_r$ for $r \in \{1, 2\}$. Then for all the pairs $i, j \in [k]$, we can find $\mathcal{L}_{1,i} \bigcup \mathcal{L}_{2,j} \subseteq \minrep(k, i, j) \mathcal{L}_{1,i} \bigcup \mathcal{L}_{2,j}$ of size $(\frac{k}{i+j})$, in total of $\mathcal{O}\left(k^\omega (2^\omega + 2)^k + k^{2(k-1)} 3^k\right)$ operations over $\mathbb{F}$.

**Proof.** By using Theorem 16.1 we can find $\mathcal{L}_{1,i} \bigcup \mathcal{L}_{2,j} \subseteq \minrep(k, i, j) \mathcal{L}_{1,i} \bigcup \mathcal{L}_{2,j}$ of size $(\frac{k}{i+j})$ for any $i, j \in [k]$ in $\mathcal{O}\left((\frac{k+c}{i+j}) (\frac{k+c}{i}) (\frac{k-c}{j}) \omega^{-1} i^\omega + (\frac{k+c}{j}) (\frac{k-c}{i+j}) (\frac{k}{i+j}) \omega^{-1} (i+j)^\omega\right)$ operations over $\mathbb{F}$. Let $k' = k + c$. So the total number of operations, denoted by $T$,
over \( \mathbb{F} \) to find \( L_{1,i} \odot L_{2,j} \) for all \( i, j \in [k] \) is,

\[
T = \mathcal{O}
\left( \sum_{i=0}^{k} \sum_{j=0}^{k} \left( \binom{k'}{j} \binom{k - j}{i} \right)^{\omega - 1} \right)
\]
Chapter 17

Dynamic Programming over graphs of bounded treewidth

In this chapter we show how the fast computation of representative family of a product family in linear matroid is helpful to design fast FPT algorithms for problems over graphs of bounded treewidth. It is well known that many intractable problems can be solved efficiently when the input graph has bounded treewidth. Moreover, many fundamental problems like Maximum Independent Set or Minimum Dominating Set can be solved in time $2^{O(t)}n$. On the other hand, it was believed until very recently that for some “connectivity” problems such as Hamiltonian Cycle or Steiner Tree no such algorithm exists. In their breakthrough paper, Cygan et al. [38] introduced a new algorithmic framework called Cut&Count and used it to obtain $2^{O(t)}n^{O(1)}$ time Monte Carlo algorithms for a number of connectivity problems. Recently, Bodlaender et al. [23] obtained the first deterministic single-exponential algorithms for these problems using two novel approaches. One of the approaches of Bodlaender et al. is based on rank estimations in specific matrices and the second based on matrix-tree theorem and computation of determinants.

It is interesting to note that for a number of connectivity problems such as Steiner Tree or Feedback Vertex Set the “bottleneck” of treewidth based dynamic programming algorithms is the join operation. For example, as it was shown by Bodlaender et al. in [23], Feedback Vertex Set and Steiner Tree can be solved in time $O((1 + 2^\omega)p^w p^{O(1)}n)$ and $O((1 + 2^\omega + 1)^{t^w} t^{w^{O(1)}n})$, where $p^w$ and $t^w$ are the pathwidth and the treewidth of the input graph. The reason for the difference in the exponents of these two algorithms is due to the cost of the join operation, which is required for treewidth and does not occur for pathwidth.
Our approach to solve these problems is based on representative families in matroids. The main idea behind our approach is that all the relevant information about “partial solutions” in bags of the tree decomposition, can be encoded as an independent set of graphic matroid. For many computational problems on graphs of bounded treewidth in the join nodes of the decomposition, the family of partial solutions is the product of the families of its children, and we wish to store a representative family (for a graphic matroid) for this product family. Here our algorithm for computation of representative family of a product family in a linear matroid comes into play. By making use of this algorithm one can obtain faster deterministic algorithms for many connectivity problems. We exemplify this by providing algorithms with running time $O\left((1 + 2^{\omega-1} \cdot 3)^{\text{tw}} n\right)$ for Steiner Tree (in Section 17.1) and Feedback Vertex Set (in Section 17.2).

Before explaining our algorithms for Steiner Tree and Feedback Vertex Set, we first define treewidth formally. Let $G$ be a graph. A tree-decomposition of a graph $G$ is a pair $(\mathbb{T}, \mathcal{X} = \{X_t\}_{t \in V(\mathbb{T})})$ such that

- $\bigcup_{t \in V(\mathbb{T})} X_t = V(G)$,
- for every edge $xy \in E(G)$ there is a $t \in V(\mathbb{T})$ such that $\{x, y\} \subseteq X_t$, and
- for every vertex $v \in V(G)$ the subgraph of $\mathbb{T}$ induced by the set $\{t \mid v \in X_t\}$ is connected.

The width of a tree decomposition is $\max_{t \in V(\mathbb{T})} |X_t| - 1$ and the treewidth of $G$ is the minimum width over all tree decompositions of $G$ and is denoted by $\text{tw}(G)$.

A tree decomposition $(\mathbb{T}, \mathcal{X})$ is called a nice tree decomposition if $\mathbb{T}$ is a tree rooted at some node $r$ where $X_r = \emptyset$, each node of $\mathbb{T}$ has at most two children, and each node is of one of the following kinds:

1. **Introduce node**: a node $t$ that has only one child $t'$ where $X_t \supset X_{t'}$ and $|X_t| = |X_{t'}| + 1$.
2. **Forget node**: a node $t$ that has only one child $t'$ where $X_t \subset X_{t'}$ and $|X_t| = |X_{t'}| - 1$.
3. **Join node**: a node $t$ with two children $t_1$ and $t_2$ such that $X_t = X_{t_1} = X_{t_2}$.
4. **Base node**: a node $t$ that is a leaf of $\mathbb{T}$, is different than the root, and $X_t = \emptyset$.

Notice that, according to the above definition, the root $r$ of $\mathbb{T}$ is either a forget node or a join node. It is well known that any tree decomposition of $G$ can be transformed
into a nice tree decomposition maintaining the same width in linear time [76]. We use $G_t$ to denote the graph induced by the vertex set $\bigcup_{t'} X_{t'}$, where $t'$ ranges over all descendants of $t$, including $t$. By $E(X_t)$ we denote the edges present in $G[X_t]$. We use $H_t$ to denote the graph on vertex set $V(G_t)$ and the edge set $E(G_t) \setminus E(X_t)$. For clarity of presentation we use the term nodes to refer to the vertices of the tree $T$.

### 17.1 Steiner Tree

The problem we study in this section is defined below.

**Steiner Tree**

**Parameter:** $tw$

**Input:** An undirected graph $G$ together with a tree-decomposition $(T, X)$ of width $tw$, $T \subseteq V(G)$ function $w : E(G) \to \mathbb{N}$.

**Task:** Find a subtree in $G$ of minimum weight spanning all vertices of $T$.

Let $G$ be an input graph of the Steiner Tree problem. Throughout this section, we say that $E' \subseteq E(G)$ is a solution if the subgraph induced on this edge set is connected and it contains all the terminal vertices. We call $E' \subseteq E(G)$ an optimal solution if $E'$ is a solution of the minimum weight. Let $\mathcal{S}$ be a family of edge subsets such that every edge subset corresponds to an optimal solution. That is, $\mathcal{S} = \{E' \subseteq E(G) \mid E' \text{ is an optimal solution}\}$.

Observe that any edge set in $\mathcal{S}$ induces a forest. We start with few definitions that will be useful in explaining the algorithm. Let $(T, X)$ be a tree decomposition of $G$ of width $tw$. Let $t$ be a node of $V(T)$. By $S_t$ we denote the family of edge subsets of $E(H_t)$, $\{E' \subseteq E(H_t) \mid G[E'] \text{ is a forest}\}$, that satisfies the following properties.

- Either $E'$ is a solution tree (that is, the subgraph induced on this edge set is connected and it contains all the terminal vertices); or
- every vertex of $(T \cap V(G_t)) \setminus X_t$ is incident with some edge from $E'$, and every connected component of the graph induced by $E'$ contains a vertex from $X_t$.

We call $S_t$ a family of partial solutions for $t$. We denote by $K^t$ a complete graph on the vertex set $X_t$. For an edge subset $E^* \subseteq E(G)$ and bag $X_t$ corresponding to a node $t$, we define the following.
1. Set $\partial_t(E^*) = X_t \cap V(E^*)$, the set of endpoints of $E^*$ in $X_t$.

2. Let $G^*$ be the subgraph of $G$ on the vertex set $V(G)$ and the edge set $E^*$.

   Let $C'_1, \ldots, C'_\ell$ be the connected components of $G^*$ such that for all $i \in [\ell]$, $C'_i \cap X_t \neq \emptyset$. Let $C_i = C'_i \cap X_t$. Observe that $C_1, \ldots, C_\ell$ is a partition of $\partial_t(E^*)$. By $F_t(E^*)$ we denote a forest $\{Q_1, \ldots, Q_\ell\}$ where each $Q_i$ is an arbitrary spanning tree of $K^t[C_i]$. For an example, since $K^t[C_i]$ is a complete graph we could take $Q_i$ as a star. The purpose of $F_t(E^*)$ is to keep track for the vertices in $C_i$ whether they were in the same connected component of $G^*$.

3. We define $w(F_t(E^*)) = w(E^*)$.

Let $\mathcal{A}$ and $\mathcal{B}$ be two family of edge subsets of $E(G)$, then we define

$$\mathcal{A} \odot \mathcal{B} = \{E_1 \cup E_2 \mid E_1 \in \mathcal{A} \land E_2 \in \mathcal{B} \land E_1 \cap E_2 = \emptyset \land G[E_1 \cup E_2] \text{ is a forest}\}.$$ 

With every node $t$ of $T$, we associate a subgraph of $G$. In our case it will be $H_t$. For every node $t$, we keep a family of partial solutions for the graph $H_t$. That is, for every optimal solution $L \in \mathcal{S}$ and its intersection $L_t = E(H_t) \cap L$ with the graph $H_t$, we have some partial solution in the family that is “as good as $L_t$”. More precisely, we have some partial solution, say $\hat{L}_t$ in our family such that $\hat{L}_t \cup \hat{L}_R$ is also an optimum solution for the whole graph, where $L_R = L \setminus L_t$. As we move from one node $t$ in the decomposition tree to the next node $t'$ the graph $H_t$ changes to $H_{t'}$, and so does the set of partial solutions. The algorithm updates its set of partial solutions accordingly. Here matroids come into play: in order to bound the size of the family of partial solutions that the algorithm stores at each node we employ Theorem 13.2 and Corollary 16.1 for graphic matroids. More details are given in the proof of the following theorem, which is one of the main results in this section.

**Theorem 17.1.** Let $G$ be an $n$-vertex graph given together with its tree decomposition $(T, \mathcal{X})$ of width $t_w$. Then Steiner Tree on $G$ can be solved in time $O \left((1 + 2^{\omega-1} \cdot 3)^{t_w} t_w^{O(1)} n\right)$.

**Proof.** For every node $t$ of $T$ and subset $Z \subseteq X_t$, we store a family of edge subsets $\hat{\mathcal{S}}_t[Z] \subseteq \mathcal{S}_t$ of $H_t$ satisfying the following correctness invariant.

**Correctness Invariant:** For every $L \in \mathcal{S}$ we have the following. Let $L_t = E(H_t) \cap L$, $L_R = L \setminus L_t$, and $Z = \partial_t(L)$. Then there exists $\hat{L}_t \in \hat{\mathcal{S}}_t[Z]$ such that $w(\hat{L}_t) \leq w(L_t)$, $\hat{L} = \hat{L}_t \cup L_R$ is a solution, and
\[ \partial'(\hat{L}) = Z. \] Observe that since \( w(\hat{L}_t) \leq w(L_t) \) and \( L \in \mathcal{S} \), we have that \( \hat{L} \in \mathcal{S} \).

We process the nodes of the tree \( T \) from base nodes to the root node while doing the dynamic programming. Throughout the process we maintain the correctness invariant, which will prove the correctness of the algorithm. However, our main idea is to use representative sets to obtain \( \hat{S}_t[Z] \) of small size. That is, given the set \( \hat{S}_t[Z] \) (as a product of two families \( A \) and \( B \), i.e \( \hat{S}_t[Z] = A \circ B \)) that satisfies the correctness invariant, we use Corollary 16.1 to obtain a subset \( \hat{S}'_t[Z] \) of \( \hat{S}_t[Z] \) that also satisfies the correctness invariant and has size upper bounded by \( 2^{|Z|} \) in total. More precisely, the number of partial solutions with \( i \) connected components in \( \hat{S}'_t[Z] \) is upper bounded by \( \binom{|Z|}{i} \). Thus, we maintain the following size invariant.

**Size Invariant:** After node \( t \) of \( T \) is processed by the algorithm, for every \( Z \subseteq X_t \) we have that \( |\hat{S}_t[Z, i]| \leq \binom{|Z|}{i} \), where \( \hat{S}_t[Z, i] \) is the partial solutions with \( i \) connected components in \( \hat{S}_t[Z] \).

The main ingredient of the dynamic programming algorithm for **Steiner Tree** is the use of Theorem 13.2 and Corollary 16.1 to compute \( \hat{S}_t[Z] \) maintaining the size invariant. The next lemma shows how to implement it.

**Lemma 17.1 (Product Shrinking Lemma).** Let \( t \) be a node of \( T \), and let \( Z \subseteq X_t \) be a set of size \( k \). Let \( \mathcal{P} \) and \( \mathcal{Q} \) be two family of edge sets of \( H_t \). Furthermore, let \( \hat{S}_t[Z] = \mathcal{P} \circ \mathcal{Q} \) be the family of edge subsets of \( H_t \) satisfying the correctness invariant. If the number of edge sets with \( i \) connected components in \( \mathcal{P} \) as well as in \( \mathcal{Q} \) is bounded by \( \binom{k+c}{i} \) where \( c \) is some fixed constant, then in time \( \mathcal{O}(k^2(2^\omega + 2)^k n + k^\omega 2^{k(\omega-1)} 3^k n) \) we can compute \( \hat{S}'_t[Z] \subseteq \hat{S}_t[Z] \) satisfying correctness and size invariants.

**Proof.** We start by associating a matroid with the node \( t \) and the set \( Z \subseteq X_t \) as follows. We consider a graphic matroid \( M = (E, \mathcal{I}) \) on \( K'[Z] \). Here, the element set \( E \) of the matroid is the edge set \( E(K'[Z]) \) and the family of independent sets \( \mathcal{I} \) consists of forests of \( K'[Z] \).

Let \( \mathcal{P} = \{A_1, \ldots, A_t\} \) and \( \mathcal{Q} = \{B_1, \ldots, B_p\} \). Let \( \mathcal{L}_1 = \{F_t(A_1), \ldots, F_t(A_t)\} \) and \( \mathcal{L}_2 = \{F_t(B_1), \ldots, F_t(B_p)\} \) be the set of forests in \( K'[Z] \) corresponding to the edge subsets in \( \mathcal{P} \) and \( \mathcal{Q} \) respectively. For \( r \in \{1, 2\} \) and \( i \in \{1, \ldots, k - 1\} \), let \( \mathcal{L}_{r,i} \) be the family of forests of \( \mathcal{L}_r \) with \( i \) edges. Now we apply Corollary 16.1 and find
Consider the forests \( k \hat{\mathcal{L}}(t) \) of size \((k-1)k\) for all \( i, j \in [k] \) such that \( i + j < k \).

Let \( \hat{\mathcal{S}}[Z, k - d] \subseteq \hat{\mathcal{S}}[Z, k - d] \) be such that for every \( D \in \hat{\mathcal{S}}[Z, k - d] \) we have that \( F_t(D) \in \bigcup L, i, j \). Note that \( F_t(D) \) has \( d \) edges if and only if \( G[D] \) have \( k - d \) connected components. Let \( \hat{\mathcal{S}}[Z] = \bigcup_{j=1}^{k} \hat{\mathcal{S}}[Z, j] \). By Corollary 16.1, \(|\hat{\mathcal{S}}[Z, k - d]| \leq k^{(k-1)} \leq (k_{-d})^{k} \), and hence \( \hat{\mathcal{S}}[Z] \) maintains the size invariant.

Now we show that the \( \hat{\mathcal{S}}[Z] \) maintains the correctness invariant. Let \( L \in \mathcal{L} \). Let \( L_t = E(H_t) \cap L \), \( L_R = L \) if \( L_t \) and \( Z = \partial(L) \). Since \( \hat{\mathcal{S}}[Z] \) satisfies correctness invariant, there exists \( L' \in \hat{\mathcal{S}}[Z] \) such that \( w(L_t) \leq w(L) \), \( \hat{L} = L_t \cup L_R \) is an optimal solution and \( \partial(L) = Z \). Since \( \hat{\mathcal{S}}[Z] = \mathcal{P} \circ \mathcal{Q} \), there exists \( A \in \mathcal{P} \) and \( B \in \mathcal{Q} \) such that \( L' = A \cup B \). Observe that \( G[A], G[B] \) and \( G[B] \) form forests. Consider the forests \( F_t(A) \) and \( F_t(B) \). Suppose \( F_t(A) \) has \( i \) edges and \( F_t(B) \) has \( j \) edges, then \( F_t(L_i') \in \hat{\mathcal{L}}, i, j \). This is because, if \( F_t(L_i') \) contain a cycle, then corresponding to that cycle we can get a cycle in \( G[L_i'] \), which is a contradiction.

Now let \( F_t(L_R) \) be the forest corresponding to \( L_R \). Since \( \hat{L} \) is a solution, we have that \( F_t(L_i') \cup F_t(L_R) \) is a spanning tree in \( K^t[Z] \). Since \( \hat{\mathcal{L}} \subseteq \mathcal{L} \), we have that there exists a forest \( F_t(\hat{L}_i') \in \hat{\mathcal{L}}, i, j \) such that \( w(F_t(\hat{L}_i')) \leq w(F_t(L_i')) \) and \( F_t(\hat{L}_i') \cup F_t(L_R) \) is a spanning tree in \( K^t[Z] \). Thus, we have that \( \hat{L}_i' \cup L_R \) is an optimum solution and \( \hat{L}_i' \in \hat{\mathcal{S}}[Z] \). This proves that \( \hat{\mathcal{S}}[Z] \) maintains the correctness invariant.

For a given edge set \( D \), we need to compute the forest \( F_t(D) \) and that can take \( \mathcal{O}(n) \) time. The running time to compute \( \hat{\mathcal{S}}[Z] \) is,

\[
\mathcal{O} \left( k^2 (2^\omega + 2)^k n + k^2 \omega 2^{(k-1)} 3^k n \right).
\]

We now return to the dynamic programming algorithm over the tree-decomposition \((T, X)\) of \( G \) and prove that it maintains the correctness invariant. We assume that \((T, X)\) is a nice tree-decomposition of \( G \). By \( \hat{\mathcal{S}} \) we denote \( \bigcup_{Z \subseteq X} \hat{\mathcal{S}}[Z] \) (also called a representative family of partial solutions). We show how \( \hat{\mathcal{S}} \) is obtained by doing dynamic programming from base node to the root node.

**Base node \( t \).** Here the graph \( H_t \) is empty and thus we take \( \hat{\mathcal{S}}_t = \{ \emptyset \} \).

**Introduce node \( t \) with child \( t' \).** Here, we know that \( X_t \supset X_{t'} \) and \( |X_t| = |X_{t'}| + 1 \). Let \( v \) be the vertex in \( X_t \setminus X_{t'} \). Furthermore observe that \( E(H_t) = E(H_{t'}) \)
and \(v\) is degree zero vertex in \(H_t\). Thus the graph \(H_t\) only differs from \(H_{t'}\) at a isolated vertex \(v\). Since we have not added any edge to the new graph, the family of solutions, which contains edge-subsets, does not change. Thus, we take \(\hat{S}_t = \hat{S}_{t'}\).

Formally, we take \(\hat{S}_t[Z] = \hat{S}_{t'}[Z \setminus \{v\}]\). Since, \(H_t\) and \(H_{t'}\) have same set of edges the invariant is vacuously maintained.

**Forget node \(t\) with child \(t'\).** Here we know \(X_t \subset X_{t'}\) and \(|X_t| = |X_{t'}| - 1\).

Let \(v\) be the vertex in \(X_{t'} \setminus X_t\). Let \(E_v[Z]\) denote the set of edges between \(v\) and the vertices in \(Z \subseteq X_t\). Observe that \(E(H_t) = E(H_{t'}) \cup E_v[X_t]\). Before we define things formally, observe that in this step the graphs \(H_t\) and \(H_{t'}\) differ by at most \(tw\) edges - the edges with one endpoint in \(v\) and the other in \(X_t\). We go through every possible way an optimal solution can intersect with these newly added edges.

Let \(P_v[Z] = \{Y \mid \emptyset \neq Y \subseteq E_v[Z]\}\). Then the new set of partial solutions is defined as follows.

\[
\hat{S}_t[Z] = \begin{cases} 
(\hat{S}_{t'}[Z \cup \{v\}] \circ P_v[Z]) \cup \{A \in \hat{S}_{t'}[Z \cup \{v\}] : A \in S_t\} & \text{if } v \in T \\
(\hat{S}_{t'}[Z \cup \{v\}] \circ P_v[Z]) \cup \{A \in \hat{S}_{t'}[Z \cup \{v\}] : A \in S_t\} \cup \hat{S}_{t'}[Z] & \text{if } v \notin T
\end{cases}
\]

Now we claim that \(\hat{S}_t[Z] \subseteq S_t\). Towards the proof we first show that \(\hat{S}_{t'}[Z \cup \{v\}] \circ P_v[Z] \subseteq S_t\). Let \(E' \in \hat{S}_{t'}[Z \cup \{v\}] \circ P_v[Z]\). Note that \(E' \cap E_v[Z] \neq \emptyset\). If \(E'\) is a solution tree then \(E' \in S_t\) and we are done. Since \(E' \setminus E_v[Z] \in \hat{S}_{t'}[Z \cup \{v\}] \subseteq S_{t'}\), every vertex of \((T \cap V(G_t)) \setminus (X_t \cup \{v\})\) is incident with some edge from \(E'\). Since \(E' \cap E_v[Z] \neq \emptyset\), there exists an edge in \(E'\) which is incident to \(v\). This implies that every vertex of \((T \cap V(G_t)) \setminus X_t\) is incident with some edge from \(E'\). Now consider any connected component \(C\) in \(G[E']\). If \(v \notin V(C)\), then \(C\) contains a vertex from \(X_{t'} \setminus \{v\} = X_t\), because \(E' \setminus E_v[Z] \in \hat{S}_{t'}[Z \cup \{v\}] \subseteq S_{t'}\). If \(v \in V(C)\), then \(C\) contains a vertex from \(X_t\) because \(E' \cap E_v[Z] \neq \emptyset\). Thus we have shown that \(E' \in S_t\). It is easy to see that \(\{A \in \hat{S}_{t'}[Z \cup \{v\}] : A \in S_t\} \subseteq S_t\). If \(v \notin T\) then \(\hat{S}_{t'}[Z] \subseteq S_t\), because \(\hat{S}_{t'}[Z] \subseteq S_{t'}\) and \(X_t = X_{t'} \setminus \{v\}\).

Now we show that \(\hat{S}_t\) maintains the invariant of the algorithm. Let \(L \in \mathcal{J}\).

1. Let \(L_t = E(H_t) \cap L\) and \(L_{R} = L \setminus L_t\). Furthermore, edges of \(L_t\) can be partitioned into \(L_{t'} = E(H_{t'}) \cap L\) and \(L_{R'} = L_t \setminus L_{t'}\). That is, \(L_t = L_{t'} \cup L_{R'}\).

2. Let \(Z = \partial'(L)\) and \(Z' = \partial'(L)\).
By the property of $\mathcal{S}_t$, there exists a $\hat{L}_v' \in \mathcal{S}_t[Z]$ such that

\[
L \in \mathcal{S} \iff L_v' \cup L_v \cup L_R \in \mathcal{S} \\
\iff \hat{L}_v' \cup L_v \cup L_R \in \mathcal{S}
\]

and $\partial^v(L) = \partial^v(\hat{L}_v' \cup L_v \cup L_R) = Z'$.

We put $\hat{L}_t = \hat{L}_v' \cup L_v$ and $\hat{L} = \hat{L}_v \cup L_R$. We now show that $\hat{L}_t \in \mathcal{S}_t[Z]$. If $v \notin Z'$, then $\hat{L}_t = \hat{L}_v'$ and $Z = Z'$. This implies that $\hat{L}_t \in \mathcal{S}_t[Z]$. If $v \in Z'$ and $L_v \neq \emptyset$ then $Z' = Z \cup \{v\}$. This implies that $\hat{L}_t \in \mathcal{S}_v[Z'] \circ \{L_v\} \subseteq \mathcal{S}_t[Z]$. If $v \in Z'$ and $L_v = \emptyset$ then $Z' = Z \cup \{v\}$ and $\hat{L}_t = \hat{L}_v'$. This implies that $\hat{L}_t \in \{A \in \mathcal{S}_v[Z'] : A \in S_t\} \subseteq \mathcal{S}_t[Z]$. By (17.1), $\hat{L} \in \mathcal{S}$. Finally, we need to show that $\partial^v(\hat{L}) = Z$. Towards this just note that $\partial^v(\hat{L}) = Z' \setminus \{v\} = Z$. This concludes the proof for the fact that $\mathcal{S}_t$ maintains the correctness invariant.

**Join node $t$ with two children $t_1$ and $t_2$.** Here, we know that $X_t = X_{t_1} = X_{t_2}$. Also we know that the edges of $H_t$ is obtained by the union of edges of $H_{t_1}$ and $H_{t_2}$ which are disjoint. Of course they are separated by the vertices in $X_t$. A natural way to obtain a family of partial solutions for $H_t$ is that we take the union of edges subsets of the families stored at nodes $t_1$ and $t_2$. This is exactly what we do. Let

$$\hat{S}_t[Z] = \hat{S}_{t_1}[Z] \circ \hat{S}_{t_2}[Z].$$

Now we show that $\hat{S}_t$ maintains the invariant. Let $L \in \mathcal{S}$.

1. Let $L_t = E(H_t) \cap L$ and $L_R = L \setminus L_t$. Furthermore edges of $L_t$ can be partitioned into those belonging to $H_{t_1}$ and those belonging to $H_{t_2}$. Let $L_{t_1} = E(H_{t_1}) \cap L$ and $L_{t_2} = E(H_{t_2}) \cap L$. Observe that since $E(H_{t_1}) \cap E(H_{t_2}) = \emptyset$, we have that $L_{t_1} \cap L_{t_2} = \emptyset$. Also observe that $L_t = L_{t_1} \cup L_{t_2}$ and $G[L_{t_1}], G[L_{t_2}]$ form forests.

2. Let $Z = \partial^v(L)$. Since $X_t = X_{t_1} = X_{t_2}$ this implies that $Z = \partial^v(L) = \partial^{t_1}(L) = \partial^{t_2}(L)$. 196
Now observe that

\[ L \in \mathcal{S} \iff L \subseteq L_{t_1} \cup L_{t_2} \cup L_R \in \mathcal{S} \]  
(by the property of \( \hat{S}_{t_1} \) we have \( \hat{L}_{t_1} \in \hat{S}_{t_1}[Z] \))

\[ L \in \mathcal{S} \iff L \subseteq L_{t_1} \cup L_{t_2} \cup L_R \in \mathcal{S} \]  
(by the property of \( \hat{S}_{t_2} \) we have \( \hat{L}_{t_2} \in \hat{S}_{t_2}[Z] \))

We put \( \hat{L}_t = \hat{L}_{t_1} \cup \hat{L}_{t_2} \). By the definition of \( \hat{S}_t[Z] \), we have \( \hat{L}_{t_1} \in \hat{S}_{t_1}[Z] \). The above inequalities also show that \( \hat{L}_t = \hat{L}_{t_1} \cup \hat{L}_{t_2} \in \hat{S}_{t}[Z] \).

Finally, because \( X_{t_1} = X_{t_2} \), we conclude that \( \partial^i(\hat{L}_{t_1} \cup \hat{L}_{t_2} \cup L_R) = \partial^i(\hat{L}) = Z \). This concludes the proof of correctness invariant.

**Root node** \( r \). Here, \( X_r = \emptyset \). We go through all the solution in \( \hat{S}_r[\emptyset] \) and output the one with the minimum weight. This concludes the description of the dynamic programming algorithm.

**Computation of \( \hat{S}_t \).** Now we show how to implement the algorithm described above in the desired running time by making use of Lemma 17.1. For our discussion let us fix a node \( t \) and \( Z \subseteq X_t \) of size \( k \). While doing dynamic programming algorithm from the base nodes to the root node we always maintain the size invariant.

**Base node** \( t \). Trivially, in this case we have maintained size invariant.

**Introduce node** \( t \) with child \( t' \). Here, we have that \( \hat{S}_t[Z] = \hat{S}_{t'}[Z \setminus \{v\}] \) and thus the number of partial solutions with \( i \) connected components in \( \hat{S}_t[Z] \) is bounded \( \binom{k}{i} \).

**Forget node** \( t \) with child \( t' \). In this case,

\[
\hat{S}_t[Z] = \begin{cases} 
(\hat{S}_{t'}[Z \cup \{v\}] \circ \mathcal{P}_v[Z]) \cup \{ A \in \hat{S}_{t'}[Z \cup \{v\}] : A \in \mathcal{S}_t \} & \text{if } v \in T \\
(\hat{S}_{t'}[Z \cup \{v\}] \circ \mathcal{P}_v[Z]) \cup \{ A \in \hat{S}_{t'}[Z \cup \{v\}] : A \in \mathcal{S}_t \} \cup \hat{S}_{t'}[Z] & \text{if } v \notin T 
\end{cases}
\]

Since \( \hat{S}_{t'}[Z \cup \{v\}] \) maintains size invariant, the number of edge subsets with \( i \) connected components in \( \hat{S}_{t'}[Z \cup \{v\}] \) is upper bounded by \( \binom{k+1}{i} \). It is easy to see that
the number of edge subsets with $i$ connected components in $P_v[Z]$ is upper bounded by $\binom{k_i}{i}$. So first we apply Lemma 17.1 and obtain $R \subseteq \hat{S}_v[Z \cup \{v\}] \circ P_v[Z]$ that maintains the correctness and size invariants. Now let,

$$\hat{S}_i[Z] = \begin{cases} R \cup \{ A \in \hat{S}_v[Z \cup \{v\}] : A \in S_i \} & \text{if } v \in T \\ R \cup \{ A \in \hat{S}_v[Z \cup \{v\}] : A \in S_i \} \cup \hat{S}_v[Z] & \text{if } v \notin T \end{cases}$$

Note that $\hat{S}_i[Z]$ maintains correctness invariant. Since the number of edge subsets with $i$ connected components in $\{ A \in \hat{S}_v[Z \cup \{v\}] : A \in S_i \}$ and $\hat{S}_v[Z]$ is bounded by $\binom{k_i+1}{i}$, the the number of edge subsets with $i$ connected components in $\hat{S}_i[Z]$ is at most $\binom{k_i+1}{i}$. Also note that $\hat{S}_i[Z] = \hat{S}_i[Z] \circ \emptyset$. Thus we can apply Lemma 17.1 and obtain $\hat{S}_i'[Z] \subseteq \hat{S}_i[Z]$ that maintains the correctness and size invariants. We update $\hat{S}_i[Z] = \hat{S}_i'[Z]$.

The running time to compute $\{ A \in \hat{S}_v[Z \cup \{v\}] : A \in S_i \}$ is $O(2^{|Z|} n)$. Thus the running time $T$ to compute $\hat{S}_i$ (that is, across all subsets of $X_i$) is

$$T = O\left( \sum_{i=1}^{tw+1} \binom{tw+1}{i} \left( \binom{tw}{i} (2^{\omega} + 2)^i n + \binom{tw+1}{i} 2^{\omega n (\omega - 1) 3^i n} \right) + \sum_{i=1}^{tw} \binom{tw+1}{i} 2^{\omega n (1 + 2^{\omega-1} \cdot 3)^i} \right)$$

**Join node $t$ with two children $t_1$ and $t_2$.** Here we defined

$$\hat{S}_i[Z] = \hat{S}_{t_1}[Z] \circ \hat{S}_{t_2}[Z].$$

The number of edge subsets with $i$ connected components in $\hat{S}_{t_1}[Z]$ and $\hat{S}_{t_2}[Z]$ are bounded by $\binom{k_i}{i}$. Now, we apply Lemma 17.1 and obtain $\hat{S}_i[Z]$ that maintains the correctness invariant and has size at most $2^k$. We put $\hat{S}_i[Z] = \hat{S}_i'[Z]$. The running time to compute $\hat{S}_i$ is

$$O\left( tw^{\omega n (2^{\omega} + 3)^{tw}} + tw^{\omega n (1 + 2^{\omega-1} \cdot 3)^{tw}} \right).$$

Thus the whole algorithm takes $O\left( tw^{\omega n^2 (2^{\omega} + 3)^{tw}} + tw^{\omega n^2 (1 + 2^{\omega-1} \cdot 3)^{tw}} \right) = O(8.7703^{tw} n^2)$ time as the number of nodes in a nice tree-decomposition is upper bounded by $O(n)$. However, observe that we do not need to compute the forests and the associated weight at every step of the algorithm. The size of the forest is at most $tw + 1$ and we can maintain these forests across the bags during dynamic programming in time $tw^{O(1)}$. Also, these forests can be used to compute the set
\{A \in \mathcal{S}_t[Z \cup \{v\}] : A \in \mathcal{S}_t\} during the computation in the forget node \(t\). This will lead to an algorithm with the claimed running time. This completes the proof. \(\square\)

### 17.2 Feedback Vertex Set

In this subsection we study the Feedback Vertex Set problem which is defined as follows.

<table>
<thead>
<tr>
<th>Feedback Vertex Set</th>
<th>Parameter: (tw)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An undirected graph (G) together with a tree-decomposition ((T, \mathcal{X})) of width (tw) and a non negative weight function (w : V(G) \rightarrow \mathbb{N}).</td>
<td></td>
</tr>
<tr>
<td><strong>Task:</strong> Find a minimum weight set (Y \subseteq V(G)) such that (G[V(G) \setminus Y]) is a forest.</td>
<td></td>
</tr>
</tbody>
</table>

Let \(G\) be an input graph of the Feedback Vertex Set problem. In this subsection instead of saying feedback vertex set \(Y \subseteq V(G)\) is a solution, we say that \(V(G) \setminus Y\) is a solution, i.e, our objective is to find a maximum weight set \(V' \subseteq V(G)\) such that \(G[V']\) is a forest. We call \(V' \subseteq V(G)\) is an optimal solution if \(V'\) is a solution with maximum weight. Let \(\mathcal{S}\) be a family of vertex subsets such that every vertex subset corresponds to an optimal solution. That is,

\[
\mathcal{S} = \{V' \subseteq V(G) \mid V' \text{ is an optimal solution}\}.
\]

Let \((T, \mathcal{X})\) be a tree decomposition of \(G\) of width \(tw\). For each tree node \(t\) and \(Z \subseteq X_t\), we define \(\mathcal{S}_t[Z]\), family of partial solutions as follows.

\[
\mathcal{S}_t[Z] = \{U \subseteq V(H_t) \mid U \cap X_t = Z \text{ and } H_t[U] \text{ is a forest}\}
\]

We denote by \(K^t\) a complete graph on the vertex set \(X_t\). Let \(G^*\) be subgraph of \(G\). Let \(C_1', \ldots, C_\ell'\) be the connected components of \(G^*\) that have nonempty intersection with \(X_t\). Let \(C_i = C_i' \cap X_t\). By \(F_t(G^*)\) we denote the a forest \(\{Q_1, \ldots, Q_\ell\}\) where each \(Q_i\) is an arbitrary spanning tree of \(K^t[C_i]\).

For two family of vertex subsets \(\mathcal{P}\) and \(\mathcal{Q}\) of the subgraph \(H_t\), we denote

\[
\mathcal{P} \otimes_t \mathcal{Q} = \{U_1 \cup U_2 \mid U_1 \in \mathcal{P}, U_2 \in \mathcal{Q} \text{ and } H_t[U_1 \cup U_2] \text{ is a forest}\}.
\]

With every node \(t\) of \(T\), we associate the subgraph \(H_t\) of \(G\). For every node \(t\), we keep a family of partial solutions for the graph \(H_t\) which sufficient to guarantee
the correctness of the algorithm. That is for every optimal solution $L \in \mathcal{S}$ with $L \cap X_t = Z$ and its intersection $L_t = V(H_t) \cap L$ with the graph $H_t$, we have some partial solution $\hat{L}_t$ in our subset such that $\hat{L}_t \cap X_t = Z$ and $\hat{L}_t \cup L_R$ is an optimal solution, i.e $G[\hat{L}_t \cup L_R]$ is a forest, where $L_R = L \setminus L_t$ and $w(\hat{L}_t \cup L_R) \geq w(L)$. Now we are ready to state the main theorem.

**Theorem 17.2.** Let $G$ be an $n$-vertex graph given together with its tree decomposition of width $\text{tw}$. Then Feedback Vertex Set on $G$ can be solved in time $O \left( (1 + 2^{c-1} \cdot 3)^{\text{tw}} \text{tw}^{O(1)n} \right)$.

**Proof.** For every node $t$ of $T$ and $Z \subseteq X_t$, we store a family of vertex subsets $\hat{S}_t[Z]$ of $V(H_t)$ satisfying the following correctness invariant.

**Correctness Invariant:** For every $L \in \mathcal{S}$ we have the following. Let $L_t = V(H_t) \cap L$, $L_R = L \setminus L_t$ and $L \cap X_t = Z$. Then there exists $\hat{L}_t \in \hat{S}_t[Z]$ such that $\hat{L} = \hat{L}_t \cup L_R$ is an optimal solution, i.e $G[\hat{L}_t \cup L_R]$ is a forest with $w(\hat{L}_t) \geq w(L_t)$. Thus we have that $\hat{L} \in \mathcal{S}$.

We process the nodes of the tree $T$ from base nodes to the root node while doing the dynamic programming. Throughout the process we maintain the correctness invariant, which will prove the correctness of the algorithm. However, our main idea is to use representative sets to obtain $\hat{S}_t[Z]$ of small size. That is, given the set $\hat{S}_t[Z]$ that satisfies the correctness invariant, we use representative set tool to obtain a subset $\hat{S}_t[Z]$ of $\hat{S}_t[Z]$ that also satisfies the correctness invariant and has size upper bounded by $2^{|Z|}$ in total. More precisely, the number of partial solutions in $\hat{S}_t[Z]$ that have $i$ connected components with nonempty intersection with $X_t$ is upper bounded by $\binom{|Z|}{i}$. Thus, we maintain the following size invariant.

**Size Invariant:** After node $t$ of $T$ is processed by the algorithm, we have that $|\hat{S}_t[Z,i]| \leq \binom{|Z|}{i}$, where $\hat{S}_t[Z,i]$ is the set of partial solutions that have $i$ connected components with nonempty intersection with $X_t$.

**Lemma 17.2** (Product Shrinking Lemma). Let $t$ be a node of $T$ and let $Z \subseteq X_t$ be a set of size $k$. Let $\mathcal{P}$ and $\mathcal{Q}$ be two family of vertex subsets of $V(H_t)$ (partial solutions) such that for any $A \in \mathcal{P}$ and $B \in \mathcal{Q}$, $E(H_t[A]) \cap E(H_t[B]) = \emptyset$. Furthermore, let $\hat{S}_t[Z] = \mathcal{P} \otimes_t \mathcal{Q}$ be the family of vertex subsets of $V(H_t)$ satisfying the correctness invariant. If the number of partial solutions with $i$ connected components having nonempty intersection with $Z$ in $\mathcal{P}$ as well as in $\mathcal{Q}$ is bounded by $\binom{k+c}{i}$ where $c$ is
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some fixed constant, then in time $O\left(k^\omega (2^\omega + 2)^k n + k^\omega 2^{k(\omega-1)}3^k n\right)$ we can compute $\hat{S}_t[Z] \subseteq \hat{S}_t[Z]$ satisfying correctness and size invariants.

Proof. We start by associating a matroid with node $t$ and the set $Z \subseteq X_t$ as follows. We consider a graphic matroid $M = (E, \mathcal{I})$ on $K^t[Z]$. Here, the element set $E$ of the matroid is the edge set $E(K^t[Z])$ and the family of independent sets $\mathcal{I}$ consists of spanning forests of $K^t[Z]$. Here our objective is to find a small subfamily of $\hat{S}_t[Z] = \mathcal{P} \otimes_t \mathcal{Q}$ satisfying correctness and size invariants using efficient computation of representative family in the graphic matroid $M$. The main idea to prune the size of partial solutions is as follows: for each independent set $U \in \hat{S}_t[Z]$ we associate $F_t(H_t[U])$ as the corresponding independent set in the graphic matroid $M$ and compute representative family in the graphic matroid $M$.

Let $\mathcal{P} = \{A_1, \ldots, A_t\}$ and $\mathcal{Q} = \{B_1, \ldots, B_{t}\}$. Let $\mathcal{L}_1 = \{F_t(H_t[A_1]), \ldots, F_t(H_t[A_t])\}$ and $\mathcal{L}_2 = \{F_t(H_t[B_1]), \ldots, F_t(H_t[B_{t}])\}$ be the set of forests in $K^t[Z]$ corresponding to the vertex subsets in $\mathcal{P}$ and $\mathcal{Q}$ respectively. Now we define a non negative weight function $w' : \mathcal{L}_1 \cdot \mathcal{L}_2 \rightarrow \mathbb{N}$ as follows. For each $F_t(H_t[A_i]) \cup F_t(H_t[B_j]) \in \mathcal{L}_1 \cdot \mathcal{L}_2$ we set $w'(F_t(H_t[A_i]) \cup F_t(H_t[B_j])) = w(A_i \cup B_j)$. For $i \in \{1, 2\}$, let $\mathcal{L}_{r,i}$ be the family of forests of $\mathcal{L}_r$ with $i$ edges. Now we apply Corollary 16.1 and find $\mathcal{L}_{1,i} \oplus \mathcal{L}_{2,j} \subseteq \mathcal{L}_{1,i} \cdot \mathcal{L}_{2,j}$ of size $(\binom{k-1}{i})$ for all $i, j \in \{k\}$. Let $\hat{S}_t[Z, k-d] \subseteq \hat{S}_t[Z, k-d]$ be such that for every $U_1 \cup U_2 \in \hat{S}_t[Z, k-d]$ we have that $F_t(H_t[U_1]) \cup F_t(H_t[U_2]) \in \bigcup_{i,j=0}^{k-1} \mathcal{L}_{1,i} \cdot \mathcal{L}_{2,j}$. Let $\hat{S}_t[Z] = \bigcup_{j=0}^{k} \hat{S}_t[Z, j]$. By Corollary 16.1, $|\hat{S}_t[Z, k-d]| \leq k^{(k-1)/d} \leq (\zeta_{k-d}^k)$, and hence $\hat{S}_t[Z]$ maintains the size invariant.

Now we show that the $\hat{S}_t[Z]$ maintains the correctness invariant. Let $L \in \mathcal{O}$ and let $L_t = V(H_t) \cap L$, $L_R = L \setminus L_t$ and $Z = L \cap X_t$. Since $\hat{S}_t[Z]$ satisfy correctness invariant, there exists $\hat{L}_t \in \hat{S}_t[Z]$ such that $w(\hat{L}_t) \geq w(L_t)$, $\hat{L} = \hat{L}_t \cup L_R$ is an optimal solution and $\hat{L} \cap X_t = Z$. Since $\hat{S}_t[Z] = \mathcal{P} \otimes_t \mathcal{Q}$, there exists $U_1 \in \mathcal{P}$ and $U_2 \in \mathcal{Q}$ such that $\hat{L}_t = U_1 \cup U_2$. Observe that $H_t[U_1 \cup U_2]$ form a forest. Consider the forests $F_t(H_t[U_1])$ and $F_t(H_t[U_2])$. Suppose $|F_t(H_t[U_1])| = i_1$ and $|F_t(H_t[U_2])| = i_2$, then $F_t(H_t[U_1]) \cup F_t(H_t[U_2]) \in \mathcal{L}_{1,i_1} \cdot \mathcal{L}_{1,i_2}$. This is because, if $F_t(H_t[U_1]) \cup F_t(H_t[U_2])$ contains a cycle, then corresponding to that cycle we can get a cycle in $H_t[U_1 \cup U_2]$, which is a contradiction. Now let $E' = F_t(G[L_R \cup Z])$ be the forest corresponding to $L_R \cup Z$ with respect to the bag $X_t$. Since $\hat{L}$ is a solution, we have that $F_t(H_t[U_1]) \cup F_t(H_t[U_2]) \cup E'$ is a forest in $K^t[Z]$. Since $\mathcal{L}_{1,i_1} \oplus \mathcal{L}_{2,i_2} \subseteq \mathcal{L}_{1,i_1} \cdot \mathcal{L}_{2,i_2}$, there exists a forest $F_t(H_t[U_{1}']) \cup F_t(H_t[U_{2}']) \in \mathcal{L}_{1,i_1} \oplus \mathcal{L}_{2,i_2}$ such that $w'(F_t(H_t[U_{1}']) \cup F_t(H_t[U_{2}'])) \geq w'(F_t(H_t[U_{1}'] \cup F_t(H_t[U_{2}'])) = w(U_1 \cup U_2)$ and $F_t(H_t[U_{1}']) \cup F_t(H_t[U_{2}']) \cup E'$ is a forest.
in $K'[Z]$. Hence $U'_1 \cup U'_2 \in \hat{\mathcal{S}}_t[Z]$. Since $w(U'_1 \cup U'_2) = w'((F_t(H_t[U'_1])) \cup F_t(H_t[U'_2])), \ w(U'_1 \cup U'_2) \geq w(U_1 \cup U_2)$. Thus, we can conclude that $U'_1 \cup U'_2 \cup L_R$ is an optimal solution. This proves that $\hat{\mathcal{S}}'_t[Z]$ maintains the correctness invariant.

By Corollary 16.1, the running time to compute $\hat{\mathcal{S}}'_t[Z]$ is upper bounded by,

$$O\left(k^\omega (2^{\omega} + 2)^k n + k^{\omega} 2^{k(\omega-1)} 3^k n^3\right).$$

We now explain the dynamic programming algorithm over the tree-decomposition $(T, \mathcal{X})$ of $G$ and prove that it maintains the correctness invariant. We assume that $(T, \mathcal{X})$ is a nice tree-decomposition of $G$. By $\hat{\mathcal{S}}_t$ we denote $\bigcup_{Z \subseteq \mathcal{X}_t} \hat{\mathcal{S}}'_t[Z]$ (also called a representative family of partial solutions). We show how $\hat{\mathcal{S}}_t$ is obtained by doing dynamic programming from base node to the root node.

**Base node** $t$. Here the graph $H_t$ is empty and thus we take $\hat{\mathcal{S}}_t = \{\emptyset\}$.

**Introduce node** $t$ with child $t'$. Here, we know that $X_t \supset X_{t'}$ and $|X_t| = |X_{t'}| + 1$. Let $v$ be the vertex in $X_t \setminus X_{t'}$. Furthermore observe that $E(H_t) = E(H_{t'})$ and $v$ is degree zero vertex in $H_t$. Thus the graph $H_t$ only differs from $H_{t'}$ at a isolated vertex $v$. Since we have not added any edge to the new graph, the family of solutions does not change. Thus, we take $\hat{\mathcal{S}}_t = \hat{\mathcal{S}}_{t'}$. Formally, we take $\hat{\mathcal{S}}_t[Z] = \hat{\mathcal{S}}_{t'}[Z \setminus \{v\}]$. Since, $H_t$ and $H_{t'}$ have same set of edges both the correctness and size invariant is maintained.

**Forget node** $t$ with child $t'$. Here we know $X_t \subset X_{t'}$, $|X_t| = |X_{t'}| - 1$. Let $v \in X_{t'} \setminus X_t$. Observe that $E(H_t) \supseteq E(H_{t'})$. Thus for any $U \in \hat{\mathcal{S}}_{t'}$, $H_t[U]$ may or may not be a forest. So in this case we collect all the vertex subsets in $\hat{\mathcal{S}}_{t'}$ which is a forest as induced subgraph in $H_t$. Formally,

$$\hat{\mathcal{S}}_t[Z] = \left\{ A \in \hat{\mathcal{S}}_{t'}[Z] \cup \hat{\mathcal{S}}_{t'}[Z \cup v] \mid H_t[A] \text{ is a forest} \right\}.$$

Let $\hat{\mathcal{S}}_t = \bigcup_{Z \subseteq X_t} \hat{\mathcal{S}}_t[Z]$. Now we show that $\hat{\mathcal{S}}_t$ satisfies correctness invariant. Let
Let $L_{v} = V(H_{v}) \cap L$ and $L_{R} = L \setminus L_{v}$. Let $Z' = L \cap X_{t}$. Now observe that

$L \in \mathcal{S} \iff L_{v} \cup L_{R} \in \mathcal{S}$

$(\text{by the property of } \hat{S}_{t} \text{ we have that } \hat{L}_{v} \in \hat{S}_{t}[Z'])$

Since $H_{t}[\hat{L}_{v}]$ is a forest, $\hat{L}_{v} \in \hat{S}_{t}[Z' \setminus \{v\}]$. This concludes the proof of correctness invariant.

The number of partial solutions with $i$ connected components having nonempty intersection with $Z$ in $\hat{S}_{t}[Z]$ is bounded by \( \binom{k}{i} + \binom{k+1}{i} \leq \binom{k+2}{i} \). Since $\hat{S}_{t}[Z] = \hat{S}_{t}[Z] \cap \hat{S}_{t}[Z \cup v]$, we apply Lemma 17.2 and find $\hat{S}_{t}[Z] \subseteq \hat{S}_{t}[Z]$ satisfies correctness and size invariant in time $O\left(k^{\omega}(2^{\omega} + 2)^{k}n + k^{\omega}2^{k(\omega-1)3^{k}n}\right)$ and we set $\hat{S}_{t}[Z] = \hat{S}_{t}[Z]$.

---

**Join node $t$ with two children $t_{1}$ and $t_{2}$**. Here, we know that $X_{t} = X_{t_{1}} = X_{t_{2}}$. The natural way to get a family of partial solutions for $X_{t}$ is the union of vertex sets of two families stored at node $t_{1}$ and $t_{2}$ which form a forest as an induced subgraph of $H_{t}$, i.e,

$$
\hat{S}_{t}[Z] = \{U_{1} \cup U_{2} \mid U_{1} \in \hat{S}_{t_{1}}[Z], U_{2} \in \hat{S}_{t_{2}}[Z], H_{t}[U_{1} \cup U_{2}] \text{ is a forest}\}
$$

$$
= \hat{S}_{t}[Z] \cap \hat{S}_{t}[Z]
$$

Now we show that $\hat{S}_{t}$ maintains the invariant. Let $L \in \mathcal{S}$. Let $L_{t} = V(G_{t}) \cap L$, $L_{t_{1}} = V(G_{t_{1}}) \cap L$, $L_{t_{2}} = V(G_{t_{2}}) \cap L$ and $L_{R} = L \setminus L_{t}$. Let $Z = L \cap X_{t}$ Now observe that

$L \in \mathcal{S} \iff L_{t_{1}} \cup L_{t_{2}} \cup L_{R} \in \mathcal{S}$

$(\text{by the property of } \hat{S}_{t_{1}} \text{ we have } \hat{L}_{t_{1}} \in \hat{S}_{t_{1}}[Z])$

$(\text{by the property of } \hat{S}_{t_{2}} \text{ we have } \hat{L}_{t_{2}} \in \hat{S}_{t_{2}}[Z])$

We put $\hat{L}_{t} = \hat{L}_{t_{1}} \cup \hat{L}_{t_{2}}$. By the definition of $\hat{S}_{t}[Z]$, we have that $\hat{L}_{t_{1}} \cup \hat{L}_{t_{2}} \in \hat{S}_{t}[Z]$. The above inequalities also show that $\hat{L} = \hat{L}_{t} \cup L_{R} \in \mathcal{S}$. Note that $(\hat{L}_{t} \cup L_{R}) \cap X_{t} = Z$

This concludes the proof of correctness invariant.

We apply Lemma 17.2 and find $\hat{S}_{t}[Z] \subseteq \hat{S}_{t}[Z]$ satisfies correctness and size invariant in time $O\left(k^{\omega}(2^{\omega} + 2)^{k}n + k^{\omega}2^{k(\omega-1)3^{k}n}\right)$ and we set $\hat{S}_{t}[Z] = \hat{S}_{t}[Z]$. 203
**Root node** $r$. Here, $X_r = \emptyset$. We go through all the solution in $\tilde{S}_r[\emptyset]$ and output the one with the maximum weight.

In worst case, in every tree node $t$, for all subset $Z \subseteq X_t$, we apply Lemma 17.2. So by doing the same run time analysis as in the case of Steiner Tree, the total running time will be upper bounded by $O \left( \left( (2^\omega + 3)^{tw} + (1 + 2^{\omega - 1} \cdot 3)^{tw} \right)^{tw} O^{(1)} n \right)$. $\square$
Chapter 18

Matroidal Multilinear Monomial Detection

In this chapter we extend the MULTILINEAR MONOMIAL DETECTION problem to a matroidal version, where variables of a monomial should form an independent set of a matroid and design an algorithm for this. The problem MATROIDAL MULTILINEAR MONOMIAL DETECTION ($k$-$\text{wMMlD}$) is defined as follows.

<table>
<thead>
<tr>
<th>$k$-$\text{wMMlD}$</th>
<th>Parameter: $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An arithmetic circuit $C$ over variables $X = {x_1, x_2, \ldots, x_n}$ representing a polynomial $P(X)$ over $\mathbb{Z}$, a linear matroid $M = (E, \mathcal{I})$ where the ground set $E = X$ with its representation matrix $A_M$ and an additive weight function $w : 2^X \to \mathbb{N}$.</td>
<td></td>
</tr>
<tr>
<td><strong>Question:</strong> Does $P(X)$ construed as a sum of monomials contains a multilinear monomial $Z$ of degree $k$ such that $Z \in \mathcal{I}$? If yes find a minimum weighted such $Z$.</td>
<td></td>
</tr>
</tbody>
</table>

Our main theorem of this section is as follows. The proof of this theorem is along the lines of Theorem 12.1. The only difference is that we compute representative family with respect to the given matroid.

**Theorem 18.1.** $k$-$\text{wMMlD}$ can be solved in time $O(7.7703^k k^\omega s(C))$.

**Proof.** We outline a proof here. Let $\pi = v_1, \ldots, v_n$ be a topological ordering of $C$ such that all the nodes corresponding to variables appear before any other gate and for every directed arc $uv$ we have that $u <_\pi v$. As in Theorem 12.1, at every node we keep a family $F^j_{v_i}$ of $j$-multilinear term that are also members of $\mathcal{I}$, where
\[ j \in \{1, \ldots, k\}. \text{ Let } \mathcal{F}_{v_i} = \bigcup_{x=1}^{k} \mathcal{F}_{v_x}. \text{ So } \mathcal{F}_v \subseteq \mathcal{I}. \] We process the nodes from left to right and keep \( \widehat{\mathcal{F}}_{v_i} \subseteq \minrep \mathcal{F}_{v_i} \) of size \( \binom{k}{p} \).

When \( v \) is an input node then the associated family contains only one set. That is, if \( v \) is labelled with \( x_i \) and \( \{x_i\} \in \mathcal{I} \) then \( \mathcal{F}_v = \{\{x_i\}\} \), otherwise \( \mathcal{F}_v = \{\emptyset\} \). If \( v \) is labelled from \( \mathbb{Z}^+ \) then \( \mathcal{F}_v = \{\emptyset\} \). When \( v \) is not an input node, then we have two cases.

**Addition Gate.** \( v = v_1 + v_2 \)

Due to the left to right computation in the topological order, we have representative families \( \mathcal{F}_{v_1} \) and \( \mathcal{F}_{v_2} \) for \( v_1 \) and \( v_2 \) respectively, where the number of subsets with \( p \) elements in \( \mathcal{F}_{v_1} \) as well as in \( \mathcal{F}_{v_2} \) will be at most \( \binom{k}{p} \). So the representative family corresponding to \( v \) will be the representative family of \( \mathcal{F}_{v_1} \cup \mathcal{F}_{v_2} \). We partition \( \mathcal{F}_{v_1} \cup \mathcal{F}_{v_2} \) based on the size of subsets in it. Let \( \mathcal{F}_{v_1} \cup \mathcal{F}_{v_2} = \bigcup_{p \leq k} \mathcal{H}_p \), where \( \mathcal{H}_p \) contains all subsets of size \( p \) in \( \mathcal{F}_{v_1} \cup \mathcal{F}_{v_2} \). Note that \( |\mathcal{H}_p| \leq 2^{\binom{k}{p}} \). Now using Theorem 13.2 we can compute all \( \hat{\mathcal{H}}_p \subseteq_{\minrep} \mathcal{H}_p \) in time

\[
O \left( 2 \sum_{p \leq k} \left\{ \binom{k}{p} \binom{k}{p} p^\omega + \binom{k}{p} \binom{k}{p} \omega^{-1} \right\} \right).
\]

The above running time is upper bounded by \( O(4^{k+p^2 k} + 2^{\omega k k}) \). We output \( \bigcup_{p \leq k} \hat{\mathcal{H}}_p \) as the representative family corresponding to the node \( v \). By Theorem 13.2, \( |\hat{\mathcal{H}}_p| \leq \binom{k}{p} \) and thus the number of subsets with \( p \) elements in \( \bigcup_{p \leq k} \hat{\mathcal{H}}_p \) is at most \( \binom{k}{p} \).

**Multiplication Gate.** \( v = v_1 \times v_2 \)

Similar to the previous case we have a representative families \( \mathcal{F}_{v_1} \) and \( \mathcal{F}_{v_2} \) for \( v_1 \) and \( v_2 \) respectively, where the number of subsets with \( p \) elements in \( \mathcal{F}_{v_1} \) as well as in \( \mathcal{F}_{v_2} \), is at most \( \binom{k}{p} \). Here, the representative family corresponding to \( v \) will be the representative family of \( \mathcal{F}_{v_1} \cdot \mathcal{F}_{v_2} \). We have that

\[
\mathcal{F}_{v_1} \cdot \mathcal{F}_{v_2} = \bigcup_{p_1, p_2} \mathcal{F}_{v_1}^{p_1} \cdot \mathcal{F}_{v_2}^{p_2},
\]

where \( \mathcal{F}_{v_1}^{p_i} \) contains all the subsets of size \( p_i \) in \( \mathcal{F}_{v_i} \). We know that \( |\mathcal{F}_{v_i}^{p_i}| \leq \binom{k}{p_i} \).

Now by using Corollary 16.1, we can compute \( \mathcal{F}_{v_1}^{p_1} \cdot \mathcal{F}_{v_2}^{p_2} \subseteq_{\minrep} \mathcal{F}_{v_1}^{p_1} \cdot \mathcal{F}_{v_2}^{p_2} \) of size \( \left( \binom{k}{p_1+p_2} \right) \) for all \( p_1, p_2 \) together in time \( O \left( k^\omega (2^\omega + 2)^k + k^{\omega 2^{k(\omega-1)3k}} \right) \).

Now let \( \mathcal{F} = \bigcup_{p_1, p_2} \mathcal{F}_{v_1}^{p_1} \cdot \mathcal{F}_{v_2}^{p_2} = \cup p \mathcal{H}_p \), where \( \cup p \mathcal{H}_p \) is the partition of \( \mathcal{F} \) based on the size of subsets. It is easy to see that \( |\mathcal{H}_p| \leq k \binom{k}{p} \). Now using
Theorem 13.2 we can compute $\widehat{H}_p \subseteq_{\text{minrep}} H_p$ for all $p \leq k$ together in time

$$O\left(k \sum_{p \leq k} \left\{ \binom{k}{p} \binom{k}{p} p^\omega + \binom{k}{p} \binom{k}{p}^{\omega-1} \right\} \right)$$

The above running time is upper bounded by $O(4^k k^{\omega+1} + 2^{\omega k} k^2)$. We output $\bigcup_{p \leq k} \widehat{H}_p$ as the representative family corresponding to the node $v$.

Now we output a minimum weight set of size $k$ among the representative family corresponding to the root node, otherwise we output No. Since there are $s(C)$ nodes in $C$, the total running time is bounded by $O\left( k^\omega (2^\omega + 2)^k s(C) + k^\omega 2^{k(\omega-1)} 3^k s(C) \right)$. This completes the proof. \Box
Part IV

Matroid Girth and Connectivity
Chapter 19

Matroid Girth

Matroids are mathematical objects which have many applications in algorithms. Certain problems on matroids are known to be equivalent to fundamental combinatorial problems like Minimum Weight Spanning Tree or Perfect Matching. Matroids are an exact characterization of structures on which a greedy algorithm produces an optimum solution. This motivates our study on several natural matroid problems. In this part of the thesis we study Matroid Girth and Matroid Connectivity problems.

One of the most fundamental problems in coding theory is the problem of computing the minimum distance of a linear code. The decision version of this problem for binary linear codes was conjectured to be NP-complete by Berlekamp, McEliece, and van Tilborg [12] in 1978 and it was only in 1997 that its NP-completeness was proved by Vardy [116]. In fact, the result of Vardy can be extended to linear codes over all finite fields. The Minimum Distance problem is a special case of the Matroid Girth problem, where the objective is to compute the length of a shortest circuit in a given matroid. Also note that the notion of girth for graphic matroids coincides with the notion of girth defined in the context of graphs. It was known in the 80’s that Matroid Girth is NP-complete [95]. Later Vardi showed that the problem is NP-complete even for binary matroids (matroids over $\mathbb{F}_2$) [116]. Therefore, Matroid Girth is a natural candidate for a study in the realm of parameterized complexity. We study Matroid Girth on various parameters.
Matroid Girth

**Input:** A linear matroid $M = (E, \mathcal{I})$ together with its representation matrix $A_M$ of dimension $\text{rank}(M) \times |E|$ over a field $\mathbb{F}_q$, and a positive integer $k$.

**Parameters:** (1) $k$, (2) $\text{rank}(M)$ and (3) $\text{rank}(M)+q$

**Question:** Does there exist a circuit of size at most $k$ in $M$?

A first natural parameter for our problems is the solution size, $k$. We argue that this problem is unlikely to have an FPT algorithm in general. For this, we consider the Hall Set problem. In this problem we are given a bipartite graph $G$ with bipartition into $A$ and $B$ and a positive integer $k$, and the objective is to find a set $S \subseteq A$ of size at most $k$ such that the number of neighbors of $S$ in $B$ is strictly smaller than $|S|$, that is, $|N(S)| < |S|$. It is known that Hall Set is W[1]-hard [63]. This problem is clearly a special case of Matroid Girth. Indeed, if the input to Matroid Girth is a transversal matroid then the problem is precisely Hall Set. We would also like to point out that Even Set, the parameterized version of the problem of computing the minimum distance of a binary linear code is a long standing open problem in the area and is stated among the most “infamous open problems” in the Research Horizons section of the recent textbook by Downey and Fellows [41, Chapter 33.1]. However, the exact version of Even Set, where we want to check for a circuit of size exactly $k$ is known to be W[1]-hard [43]. These intractability results force us to look for alternate parameterizations.

The next natural parameter would be the rank of the input matroid. Since it is a larger parameter than the solution size $k$, one might hope for tractability results in place of previous intractability results. But the NP-hardness reduction by Khachiyan et al [73] for the problem Linear Degeneracy, a special case of Matroid Girth, also gives W[1]-hardness for Matroid Girth when parameterized by the rank of the input matroid.

Linear Degeneracy

**Input:** A $k \times m$ matrix $M$ of rank $k$.

**Question:** Is there a set of $k$ columns in $M$ which are linearly dependent

Khachiyan et al [73] showed that Linear Degeneracy is NP-hard, by giving a reduction from Small Subset Sum, which is defined as follows.

Small Subset Sum

**Input:** A set of $n$ positive integers $S = \{\alpha_1, \ldots, \alpha_n\}$ and $k, \beta \in \mathbb{N}^+$.

**Question:** Does there exist a subset of $k$ integers in $S$ which sum up to $\beta$?
The reduction to prove \textsc{Linear Degeneracy} is NP-hard \cite[Theorem 1]{73} takes as an input \((S, k, \beta)\), an instance of \textsc{Small Subset Sum} and produces an instance \((M, k + 3)\) to \textsc{Linear Degeneracy}, where \(M\) is a \((k + 3) \times (|S| + 2)\) matrix. It is known that \textsc{Small Subset Sum} parameterized by \(k\) is \(W[1]\)-hard \cite{41}. This implies that \textsc{Linear Degeneracy} parameterized by \(k\) is \(W[1]\)-hard. Thus we can conclude that \textsc{Matroid Girth} is \(W[1]\)-hard.

Therefore, we choose as our parameter, \(\text{rank}(M) + q\), where \(q\) is the size of the field in which the matroid is represented. Indeed, \(q\) is constant for a fixed finite field such as \(\mathbb{F}_2\). Observe that since the number of distinct column vectors in \(\mathbb{F}_q^r\) is \(q^r\), \textsc{Matroid Girth} can be solved in time \(q^r |E|^{O(1)}\), where \(r = \text{rank}(M)\). Furthermore, an algorithm for \textsc{Matroid Girth} with running time \(O(q^{\text{rank}(M)} + k \text{rank}(M) \log k)\) can be found as a byproduct in \cite{14} (see Theorem 14 in \cite{14}). However, it was unknown if the additive dependence on \(k\) in the exponent can be avoided. In Section 19.1, we give a faster algorithm for \textsc{Matroid Girth}. This algorithm gives an exponential speedup over the previous algorithm when \(k\) is close to \(\text{rank}(M)\).

**Theorem 19.1.** \textsc{Matroid Girth} can be solved in time \(O(q^{\text{rank}(M)} \text{rank}(M) + |E| k^2)\).

Theorems 19.1 imply FPT algorithms parameterized by \(\text{rank}(M)\) for all matroids defined over a constant size field (such as graphic matroids and co-graphic matroids). Our lower bounds rule out having an algorithm without having any dependence on the field size. However, it is possible that for certain matroids, for instance, transversal matroids, gammoids and strict gammoids, which are only representable over fields whose size depends on \(|E|\), one can obtain an FPT algorithm parameterized by \(\text{rank}(M)\) alone. In fact, we give such an algorithm, running in time \(2^{\text{rank}(M)} |E|^{O(1)}\), for transversal matroids. For strict gammoids however, we give a polynomial time algorithm and leave open the same problem for gammoids. In Section 19.2 we explain algorithms for \textsc{Matroid Girth} on transversal matroids and strict gammoids.

### 19.1 Algorithm for \textsc{Matroid Girth}

In this section we design a \(q^{\text{rank}(M)} |E|^{O(1)}\) time algorithm for \textsc{Matroid Girth} parameterized by \(\text{rank}(M)\) using the MacWilliams identity. In what follows we give basics of coding theory and recall the MacWilliams identity.
Coding Theory. A linear code $C$ over a finite field $\mathbb{F}_q$, defined by $n \times m$ matrix $A$, is the set of $m$-dimensional vectors $C = \{ vA \mid v \in \mathbb{F}_q^n \}$. The matrix $A$ is called the generator matrix of $C$. The code $C$ is the linear subspace of $\mathbb{F}_q^m$ spanned by the row vectors of $A$ and its dimension is equal to $\text{rank}(A)$. Without loss of generality we can assume $n = \text{rank}(A)$. A $(m, n)$-linear code is one such that the length of codewords is $m$ and its dimension is $n$.

Let $C$ be a linear code with generator matrix $A$. Let $\vec{0}$ be the zero vector $(0, \ldots, 0)^T$. The length of $\vec{0}$ will be clear from the context. The parity check matrix $H$ of $C$ is an $(m - n) \times m$ matrix satisfying $Hw^T = \vec{0}$ for any codeword $w \in C$. It is well-known that there is a duality between generator matrices and parity check matrices: For the code $C^\perp$ with generator matrix $H^T$, it is easily verified that $Av = \vec{0}$ holds for any $v \in C^\perp$. That is, $A$ is the parity check matrix of $C^\perp$. The code $C^\perp$ is called the dual code of $C$.

Given a codeword $w$, the number of non-zero entries in $w$ is called the weight of $w$ and is denoted by $\text{wt}(w)$. The weight enumerator of an $(m, n)$-linear code $C$ is a polynomial in $x, y$ and is given by,

$$W_C(x, y) = \sum_{c \in C} x^{m - \text{wt}(c)} y^{\text{wt}(c)} = \sum_{i=0}^{m} \xi_i x^{m-i} y^i,$$

where $\xi_i$ is the number of words of weight $i$ in $C$. The following theorem shows that the weight enumerator of $C^\perp$ can be calculated from that of $C$.

**Proposition 19.1** (MacWilliams identity [89]). $W_{C^\perp}(x, y) = \frac{1}{|C|} W_C(x + (q-1)y, x - y)$.

Algorithm. We next prove Theorem 19.1.

**Proof of Theorem 19.1.** Let $(M, k)$ be an instance to MATROID Girth and let $A_M$ be the representation matrix of $M$ of order $r \times m$ over $\mathbb{F}_q$, where $m = |E|$ and $r = \text{rank}(M)$. Consider the system of linear equations $A_Mv = \vec{0}$, where $v = (v_1, \ldots, v_m)^t$ is a vector of variables. Recall that girth of a matroid $M$ is denoted by $g(M)$. We have the following claim.

**Claim 19.1.** $g(M) \leq k$ if and only if there exists a vector $z \in \mathbb{F}_q^m$ with $\text{wt}(z) \leq k$ and $A_Mz = \vec{0}$.

**Proof.** Let $C' \subseteq E$ be a circuit of length at most $\ell \leq k$ in $M$. Let $W \subseteq \{1, \ldots, m\}$ be the set of indices corresponding to the elements of the circuit $C'$. Since $C'$ is a circuit in $M$, $C'$ is linearly dependent. Thus, the columns corresponding to indices
in \( W \) are also linearly dependent. Hence there exist \( \lambda_1, \ldots, \lambda_{\ell} \in \mathbb{F}_q \), not all zeros, such that \( \sum_{j \in W} \lambda_j A_j = \vec{0} \). Here, \( A_j \) denotes the \( j \)-th column of \( A_M \). Now consider the vector \( z = (z_1, \ldots, z_m)^T \), where \( z_j = \lambda_j \) if \( j \in W \), else \( z_j = 0 \). Note that \( \text{wt}(z) = \ell \leq k \). Since \( \sum_{j \in W} \lambda_j A_j = \vec{0} \), we have that \( A_M z = \vec{0} \).

Suppose there exists a vector \( z \) with \( \text{wt}(z) \leq k \) such that \( A_M z = \vec{0} \), then \( \sum_{i=1}^m z_i A_i = \vec{0} \) where \( A_i \) is \( i \)-th column in \( A_M \). Let \( W \subseteq \{1, \ldots, m\} \) such that \( i \in W \) if and only if \( z_i \neq 0 \), then \( \sum_{i \in W} z_i A_i = \vec{0} \). Since \( |W| \leq k \), there exist (at most) \( k \) columns in \( A \) which are linearly dependent. Hence, \( g(M) \leq k \). \( \square \)

By Claim 19.1, to show that \( g(M) \leq k \), it is sufficient to show that there exists a vector \( z \in \mathbb{F}_q^m \) with \( \text{wt}(z) \leq k \) and \( A_M z = \vec{0} \). Let \( C \) be the code generated by the matrix \( A_M \), i.e., \( C = \{vA_M \mid v \in \mathbb{F}_q\} \). Let \( C^\perp \) be the dual code of \( C \), i.e \( C^\perp = \{u \mid A_M u = \vec{0}\} \). Using the MacWilliams identity we have,

\[
W_{C^\perp}(x, y) = \frac{1}{|C|} W_C(x + (q - 1)y, x - y). \tag{19.1}
\]

Since \( |C| \leq q^r \), the polynomial \( W_C(x, y) \) can be computed in \( \mathcal{O}(q^r r + |E|) \) time.

Now we have,

\[
W_C(x + (q - 1)y, x - y) = \sum_{i=0}^m \xi_i (x + (q - 1)y)^{m-i} (x - y)^i,
\]

where \( \xi_i \) is the number of codewords in \( C \) of weight \( i \). Claim 19.1 implies that there exists a circuit of size at most \( k \) in \( M \) if and only if there exists a codeword \( z \) in \( C^\perp \) such that \( \text{wt}(z) \leq k \), that is, the coefficient of \( x^{m-j} y^j \) in \( W_{C^\perp}(x, y) \) is non zero for some \( j \leq k \) (by the definition of weight enumerator of \( C^\perp \)). Due to the MacWilliams identity (Equation 19.1), there exists a codeword \( z \) in \( C^\perp \) such that \( \text{wt}(v) = j \) if and only if coefficient of \( x^{m-j} y^j \) in \( W_C(x + (q - 1)y, x - y) \) is not equal to zero. Using the binomial theorem, we have that the coefficient of \( x^{m-j} y^j \) in \( \xi_i (x + (q - 1)y)^{m-i} (x - y)^i \) is

\[
\xi_i \sum_{j'+j''=j} (-1)^{j''}(q - 1)^{j'} {m-i \choose j'} {i \choose j''}.
\]

Hence the coefficient of \( x^{m-j} y^j \) in \( W_C(x + (q - 1)y, x - y) \) is

\[
\sum_{i=0}^m \xi_i \sum_{j'+j''=j} (-1)^{j''}(q - 1)^{j'} {m-i \choose j'} {i \choose j''} \tag{19.2}
\]

Thus we can check whether the coefficient of \( x^{m-j} y^j \) in \( W_C(x + (q - 1)y, x - y) \) is
non zero or not in time $O(q^r + mj)$. We output Yes if Equation 19.2 is non zero for any $j \leq k$. Hence the total running time is $O(q^r |E|k^2)$. 

### 19.2 Matroid Girth on Specific Matroids

In this section we design FPT algorithm for Matroid Girth parameterized by rank in transversal matroid and a polynomial time algorithm to find Matroid Girth in a strict gammoid.

#### 19.2.1 Matroid Girth on Transversal Matroid

We design an FPT algorithm for Matroid Girth parameterized by rank in transversal matroid. The problem is defined as follows.

<table>
<thead>
<tr>
<th>Transversal Matroid Girth</th>
<th>Parameter: $r = \text{rank}(M_G)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A bipartite graph $G$ with $V(G) = A \uplus B$ and an integer $k$</td>
<td></td>
</tr>
<tr>
<td><strong>Question:</strong> Does there exist a set $S \subseteq A$ of size at most $k$ such that $</td>
<td>N(S)</td>
</tr>
</tbody>
</table>

Since the size of a maximum matching in a bipartite graph is equal to the size of a minimum vertex cover of $G$, the rank of the transversal matroid $M_G$ is equal to the size of the minimum vertex cover.

**Lemma 19.1.** Let $G$ be a bipartite graph with the vertex set $V(G)$ being partitioned into $A$ and $B$ and let $X \uplus Y$ be a minimum vertex cover (of size $r$) of $G$, where $X \subseteq A$ and $Y \subseteq B$. Let $X' \subseteq X$ and $Y' \subseteq Y$ such that $|X'| \leq k$, $|Y'| < k$, $N(X') \cap Y \subseteq Y'$ and $|N(X') \setminus Y| < k - |Y'|$. Then there exists a hall-set $S$ of size $k$ such that $S \cap X = X'$ and $N(S) \cap Y = Y'$ if and only if there exists a vertex set $P$ of size $k - |X'|$ in $A \setminus X$ such that $N(P) \subseteq Y'$.

**Proof.** ($\Rightarrow$) Let $S$ be a hall-set of size $k$ such that $S \cap X = X'$ and $N(S) \cap Y = Y'$. Note that $N(X') \cap Y \subseteq Y'$. Consider the set $P = S \setminus X$. Note that $P \subseteq A \setminus X$ and $|P| = k - |X'|$. Since $X \cup Y$ is a vertex cover, $N(P) \subseteq Y$ and since $N(S) \cap Y = Y'$, $N(P) \subseteq Y'$.

($\Leftarrow$) Let $P \subseteq A \setminus X$ of size $k - |X'|$ such that $N(P) \subseteq Y'$. Now consider the set $S = X' \cup P$. Note that $|S| = k$ and $N(S) = N(X' \cup P) \subseteq Y' \cup (N(X') \setminus Y)$. Since $|N(X') \setminus Y| < k - |Y'|$, $S$ is the required hall-set. 
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**Theorem 19.2.** Transversal Matroid Girth can be solved in time $2^r|V(G)|^{O(1)}$.

**Proof.** First we compute a minimum vertex cover $X \cup Y$ in $G$, where $X \subseteq A$ and $Y \subseteq B$. Now we guess $k' \leq k$, the size of a minimum sized hall-set. Let $S$ be a minimum sized hall-set. We also guess $X' = S \cap X$ and $Y' = N(S) \cap Y$. Note that $|Y'|$ should be strictly less than $k'$ and $|N(X') \setminus Y| < k' - |Y'|$. Now by Lemma 19.1, we know that there exist a hall-set $S'$ of size $k'$ such that $X' = S' \cap X$ and $Y' = N(S') \cap Y$ if and only if there exists a vertex set $P$ of size $k' - |X'|$ in $A \setminus X$ such that $N(P) \subseteq Y'$. We can obtain the desired set $P$ by taking $k' - |X'|$ vertices in $A \setminus X$ whose neighborhood is contained in $Y'$. Since there are at most $2^r$ guesses for $(X', Y')$, the total running time is upper bounded by $2^r|V(G)|^{O(1)}$. 

### 19.2.2 Matroid Girth on Strict Gammoids

In this subsection we design a polynomial time algorithm to find Matroid Girth in a strict gammoid. The problem is formally defined as follows.

**Strict Gammoid Girth**

**Input:** A directed graph $D$, $S \subseteq V(D)$ and an integer $k$.  
**Question:** Does there exist $Q \subseteq V(D)$ of size at most $k$ such that $Q$ is a circuit in the strict gammoid $(D, S)$?

**Theorem 19.3.** Strict Gammoid Girth can be solved in polynomial time.

**Proof.** Let $C$ be a circuit in $(D, S)$. We claim that there exists a vertex $u \in C$ such that there exists a $S - u$ cut, of size strictly less than $|C|$ in $D$. Since $C$ is a circuit in $(D, S)$, the number of vertex disjoint paths from $S$ to $C$ is strictly less than $|C|$. Hence due to Menger’s theorem, any minimum sized $S - C$ cut is strictly less than $C$. Let $T$ be a minimum sized $S - C$ cut. Since $|C| > |T|$, there exists a vertex $u \in C \setminus T$. Hence $T$ is also a $S - u$ cut.

Let $v \in V(D)$ and let $P \subseteq V(D)$ be a minimum sized $S - v$ cut in $D$. We claim that there is a circuit containing $v$ in $P \cup \{v\}$ in the strict gammoid $(D, S)$. Towards the proof of the claim, we show that $P \cup \{v\}$ is dependent in $(D, S)$. Suppose not, then there exist $|P| + 1$ vertex disjoint paths from $S$ to $P \cup \{v\}$ in $D$, which contradicts the fact that $P$ is a minimum sized $S - v$ cut in $D$. Since $P$ is a minimum sized $S - v$ cut in $D$, there exists $|P|$ vertex disjoint paths from $S$ to $P$ (due to Menger’s Theorem), that is $P$ is independent in $(D, S)$. Hence there is a circuit containing $v$ in $P \cup \{v\}$.
Now the algorithm is as follows. It computes a minimum sized $S - u$ cut for all $u \in V(D)$. If for any $u \in V(D)$ the size of minimum sized $S - u$ cut is less than $k$, then the algorithm outputs Yes, otherwise algorithm outputs No. Since we can find a minimum sized $S - u$ cut in deterministic polynomial time using flow techniques, \textsc{Strict Gammoid Girth} can be solved in polynomial time.
Chapter 20

Matroid Connectivity

In this chapter we study another problem related to matroids, called the MATROID CONNECTIVITY problem where the objective is to compute the connectivity of a given matroid. The problem is formally defined as,

\[
\text{MATROID CONNECTIVITY}
\]

**Input:** A linear matroid \( M = (E, \mathcal{I}) \) together with its representation matrix \( A_M \) of dimension \( \text{rank}(M) \times |E| \) over a field \( \mathbb{F}_q \), and a positive integer \( k \).

**Parameters:** (1) \( k \), (2) \( \text{rank}(M) \) and (3) \( \text{rank}(M) + q \)

**Question:** Does \( M \) has a \( k \)-separation?

This problem generalizes the classical graph problem of computing the connectivity of a given graph. The notion of connectivity defined for matroids is slightly different from the standard one defined for graphs. It would be desirable to have a notion of connectivity from graphs extending to matroids. Unfortunately, the standard notion of edge-connectivity in graphs when extended to matroids does not fit well with the duals of these matroids. With these issues in mind, Tutte [115] proposed the above definition of connectivity for a matroid, which renders it dual-invariant. That is, a matroid is \( \ell \)-connected if and only if its dual is. Finally, we note that Oxley [102] has shown how Tutte’s definition of matroid connectivity can be modified to give a matroid concept that directly generalizes the notion of connectivity on graphs.

Although it is easy to observe that MATROID GIRTH admits an algorithm with running time \( |E|^{O(k)} \), it is not at all obvious that MATROID CONNECTIVITY admits an algorithm that is polynomial for every fixed integer \( k \). Bixby and Cunningham, using an algorithm for matroid intersection, gave an algorithm for MATROID CONNECTIVITY running in time \( |E|^{O(k)} \) (see [15] for details). In Section 20.1 we show...
that Matroid Connectivity is not in $P$ unless $P=NP$. In fact the proof of this result also gives us the results that Matroid Connectivity is not $FPT$ unless $FPT = W[1]$, when parameterized by $\text{rank}(M)$ or $k$.

Therefore we choose our parameter to be $\text{rank}(M)+q$, where $q$ is the size of the field in which the matroid is represented. In Section 20.2 we give a branching algorithm for Matroid Connectivity which has a single-exponential dependence on the rank. The main features of this algorithm are the use of the rank of matroids obtained in the subproblems as a measure to quantify the progress of the algorithm and application of the algorithm given by Theorem 19.1 to solve the base cases. Thus, one can view this algorithm as a parameterized Turing-reduction from Matroid Connectivity to Matroid Girth. Formally, we obtain the following theorem.

**Theorem 20.1.** Matroid Connectivity can be solved in time

\[ O \left( 2^{\text{rank}(M)+k} \cdot \text{rank}(M)^2 \cdot |E| \cdot \left(q^{\text{rank}(M)} \text{rank}(M) + |E|k^2\right) \right). \]

### 20.1 Hardness

In this section we first show that Matroid Connectivity cannot be solved in polynomial time unless $P = NP$. Then we explain how the same proof gives $W[1]$-hardness result for Matroid Connectivity where parameterized by $\text{rank}(M)$ or $k$.

Towards the proof, we need to consider the complement of Linear Degeneracy problem, named Uniform Matroid Isomorphism problem.

**Uniform Matroid Isomorphism (UMI)**

**Input:** A $k \times m$ matrix $M$ of rank $k$.

**Question:** Is $M$ isomorphic to $U_{m,k}$? I.e., is every $k$ sized subset of columns of $M$ linearly independent?

Khachiyan et al [73] showed that Linear Degeneracy is NP-hard, by giving a reduction from Small Subset Sum. This implies that UMI is not in P unless P = NP. The following known lemma is needed to prove the hardness of Matroid Connectivity.

**Lemma 20.1.** Let $M = (E,I)$ be a matroid of rank $k$ and $m = |E| > 2k + 1$. Then

1. $M$ is isomorphic to $U_{m,k}$, if and only if the girth of $M$ is $k+1$.
2. If $\kappa(M) = k+1$ then $g(M) = k+1$. 
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Towards that we first show that $\kappa(M) \leq \min\{g(M), \kappa(M^*)\}$. Let $C$ be a smallest length circuit in $M$. Note that $r_M(C) + r_M(E \setminus C) - r_M(E) \leq r(C) \leq |C| - 1$. Hence, $\kappa(M) \leq g(M)$. Since, $\kappa(M) = \kappa(M^*)$ [115], we have that $\kappa(M) = \kappa(M^*) \leq g(M^*)$. Since, $\text{rank}(M) = k$, $g(M) \leq k + 1$. Furthermore, we have shown above that $\kappa(M) \leq \min\{g(M), g(M^*)\}$. This implies that if $\kappa(M) = k + 1$ then $g(M) = k + 1$. \qed

**Theorem 20.2.** Matroid Connectivity is not in P unless P=NP.

**Proof.** We prove the theorem by designing a polynomial time algorithm for UMI, which uses an algorithm for Matroid Connectivity as a subroutine. Now given a $k \times m$ matrix $M$ of rank $k$, we want to test whether $M$ is isomorphic to $U_{m,k}$. We assume that $m > 2k + 1$. Note that $M$ is a uniform matroid if and only if the dual of $M$ is also a uniform matroid. So without loss of generality we can assume that $k \leq m - k$, otherwise instead of checking whether $M$ is isomorphic to $U_{m,k}$, it is enough to check whether dual of $M$ is isomorphic to $U_{m,m-k}$.

Now we describe an algorithm to solve UMI using an algorithm for Matroid Connectivity. Using an algorithm for Matroid Connectivity, find the least integer, $i \leq k + 1$, if it exists, such that $M$ has $i$-separation. This implies that $\kappa(M) = i$. If $i = k + 1$ then we output YES, otherwise we output NO. Now we show that our algorithm is correct. If the algorithm outputs YES, then $\kappa(M) = k + 1$. Then by Lemma 20.1, we have that $g(M) = k + 1$ and $M$ is isomorphic to $U_{m,k}$. Now consider the following claim.

**Claim 20.1.** $\kappa(U_{m,k}) = k + 1$

**Proof.** Let $E$ be the ground set of $U_{m,k}$ and let $r$ be the rank function of $U_{m,k}$. Let $C \subseteq E$ be an arbitrary subset of size $k + 1$. Note that $r(C) + r(E \setminus C) - r(E) \leq r(C) \leq |C| - 1$ and $|C|, |E \setminus C| \geq k + 1$. Hence, $\kappa(U_{m,k}) \leq k + 1$. Next we show that there does not exists $i < k + 1$ such that $\kappa(U_{m,k}) = i$. We prove the statement via contradiction. Suppose there exists $i < k + 1$ such that $\kappa(U_{m,k}) = i$. Let $(A, E \setminus A)$ be an $i$-separation. Since $m > 2k$, we have that $|A| > k$ or $|E \setminus A| > k$. Assume without loss of generality that $|E \setminus A| > k$. Then $r(A) + r(E \setminus A) - r(E) = r(A) \geq i$
(since $|A| \geq i$ and $i \leq k$). This leads to a contradiction that $(A, E \setminus A)$ be an $i$-separation. This completes the proof of the lemma.

If $M$ is isomorphic to $U_{m,k}$ then by Claim 20.1, we have that $\kappa(M) = k + 1$ and thus the algorithm will output Yes. This completes the proof of correctness of our algorithm. Hence, if we do have a polynomial time algorithm for MATROID CONNECTIVITY then we do have a polynomial time algorithm for UMI.

We have mentioned in Chapter 19 that LINEAR DEGENERACY parameteized by $k$ is $W[1]$-hard. Thus, combining this fact with Theorem 20.2 we have the following theorem.

**Theorem 20.3.** MATROID CONNECTIVITY parameterized by $\text{rank}(M)$ is not FPT unless $\text{FPT}=W[1]$.

As $\kappa(M) \leq \text{rank}(M)+1$, MATROID CONNECTIVITY parameterized by $k$ is also not FPT unless $\text{FPT}=W[1]$.

## 20.2 Algorithm for MATROID CONNECTIVITY

In this section we design a fast FPT algorithm for MATROID CONNECTIVITY parameterized by $\text{rank}(M)+q$. Our algorithm is a recursive algorithm and at the leaves of the search tree it runs the algorithm for MATROID GIRTH as a subroutine.

In what follows, we say that a partition $(X, Y)$ of the ground set $E$ of a matroid $M$, obeys the pair $(X_1, Y_1)$ where $X_1, Y_1 \subseteq E$, if $X_1 \subseteq X$ and $Y_1 \subseteq Y$. We start with two lemmas which are useful for our algorithm.

**Lemma 20.2.** Let $M = (E, \mathcal{I})$ be a matroid. Let $X, Y \subseteq E$ such that $X \cap Y = \emptyset$ and $|Y| \geq k$. Let $S_x = \text{cl}(X) \cap (E \setminus (X \cup Y))$. If there exist a $k$-separation $(X', Y')$ obeying the pair $(X, Y)$, then there exist a $k$-separation $(X'', Y'')$ obeying the pair $(X \cup S_x, Y)$.

**Proof.** Let $(X', Y')$ be a $k$-separation obeying the pair $(X, Y)$. Then we know that $r(X') + r(Y') - r(E) \leq k - 1$. Now consider the partition $(X' \cup S_x, Y' \setminus S_x)$. We claim that $(X' \cup S_x, Y' \setminus S_x)$ is a $k$-separation because $|X' \cup S_x| \geq |X'| \geq k$, $|Y' \setminus S_x| \geq |Y| \geq k$ and $r(X' \cup S_x) + r(Y' \setminus S_x) - r(E) = r(X') + r(Y') - r(E) \leq k - 1$. The pair $(X' \cup S_x, Y' \setminus S_x)$ obeys $(X \cup S_x, Y)$ because $X \cup S_x \subseteq X' \cup S_x$ and $Y \subseteq Y' \setminus S_x$. \qed
Lemma 20.3. Let $M = (E, \mathcal{I})$ be a matroid. Let $X, Y \subseteq E$ such that $X \cap Y = \emptyset$, $|Y| \geq k$, $|X| < k$, $r(Y) = r(E)$, and $r(X) = |X|$. Then there exists a $k$-separation $(X', Y')$ obeying $(X, Y)$ if and only if there exists a circuit $C$ in the matroid $M/X$ of size at most $k - |X|$ contained in $E \setminus (X \cup Y)$.

Proof. ($\Rightarrow$) Suppose there exists a $k$-separation $(X', Y')$ obeying $(X, Y)$. We need to show that there exists a circuit $C$ in the matroid $M/X$, of size at most $k - |X|$, contained in $E \setminus (X \cup Y)$. Since $(X', Y')$ is a $k$-separation, we have that $r(X') + r(Y') - r(E) \leq k - 1$. This implies that $r(X') \leq k - 1$, because $r(Y') = r(E)$. Since $(X', Y')$ is a $k$-separation, $|X'| \geq k$. Consider a minimum sized set $S \subseteq X'$ such that $X \subseteq S$ and $r(S) = |S| - 1$ (such a set $S$ exists because $|X'| \geq k$, $r(X') \leq k - 1$ and $r(X) = |X|$). Also note that $|S| \leq k$. Since $r(S) = |S| - 1$, there exists a circuit $C'$ in $S$.

Now we claim that there exists a circuit in $M/X$ of size at most $k - |X|$ contained in $C' \setminus X$. It is easy to see that $r_{M/X}(C' \setminus X) \leq |C' \setminus X| - 1$. Now consider the size of $C' \setminus X$.

$$|C' \setminus X| = |C'| - |X| + |X \setminus C'|$$
$$\leq |S| - |X \setminus C'| - |X| + |X \setminus C'| \quad \text{(Since $C' \subseteq S$ and $X \subseteq S$)}$$
$$\leq k - |X| \quad \text{(Since $|S| \leq k$)}$$

Hence there exists a circuit in $M/X$ of size at most $k - |X|$ contained in $C' \setminus X \subseteq E \setminus (X \cup Y)$.

($\Leftarrow$) Suppose there exists a circuit $C$ in $M/X$ of size at most $k - |X|$, contained in $E \setminus (X \cup Y)$. Then we claim that $(C \cup X \cup S, E \setminus (C \cup X \cup S))$ is a $k$-separation obeying $(X, Y)$, where $S$ is an arbitrary $k - |C \cup X|$ sized set in $E \setminus (C \cup X \cup Y)$. Note that $|C \cup X \cup S|, |E \setminus (C \cup X \cup S)| \geq k$ and

$$r(C \cup X \cup S) + r(E \setminus (C \cup X \cup S)) - r(E) \leq r(C \cup X \cup S)$$
$$ \leq r_{M/X}(C) + r(X) + r(S)$$
$$ \leq |X| - 1 + |X| + k - |C \cup X|$$
$$ \leq k - 1.$$

This completes the proof. \qed

Now we prove the Theorem 20.1.
Theorem 20.1. Matroid Connectivity can be solved in time
\[ O\left(2^{\text{rank}(M)+k} \cdot \text{rank}(M)^2 \cdot |E| \cdot \left(q^{\text{rank}(M)}\text{rank}(M) + |E|k^2\right)\right). \]

Proof. Let \( r = \text{rank}(M) \). Since \( \kappa(M) \leq \text{rank}(M)+1 \), we can assume that \( k \leq r \). We design a branching algorithm which gradually creates a solution \((X, Y)\) starting from the pair \((\emptyset, \emptyset)\). At any point in the branching algorithm, we branch on a carefully chosen element from \( E \setminus (X \cup Y) \). Our branching rules are the following, applied in the order in which they are listed.

- **Rule 1:** If there exists an element \( e \in E \setminus (X \cup Y) \) such that \( e \notin \text{cl}(X) \cup \text{cl}(Y) \), we branch on \( e \) by adding \( e \) to \( X \) or \( Y \).

- **Rule 2:** If \(|X|, |Y| < k\), then we branch on an arbitrary element \( e \in E \setminus (X \cup Y) \).

In any node of the branching tree of the algorithm we have a potential partial solution \((X, Y)\), and we abort if \( r(X) + r(Y) - r(E) \geq k \). Now we claim that there will not be an application of Rule 1 after an application of Rule 2. Consider a node of the branching tree of the algorithm, with a potential partial solution \((X, Y)\). We apply Rule 2, only if Rule 1 is not applicable, that is when for all \( e \in E \setminus (X \cup Y) \), \( e \in \text{cl}(X) \cup \text{cl}(Y) \). Hence for any \( X' \supseteq X, Y' \supseteq Y \), for all \( e \in E \setminus (X' \cup Y') \), \( e \in \text{cl}(X') \cup \text{cl}(Y') \). This implies Rule 1 is not applicable after an application of Rule 2. Now consider any root to leaf path in the branching tree of the algorithm. If there exists an application of Rule 2 in this path then the length of the path is at most 2\( k \), because Rule 2 is applicable only if \(|X|, |Y| < k\). Otherwise, we claim that the length of the path is at most \( r + k \). Suppose not. Consider the leaf node and the potential partial solution \((X, Y)\) associated with it. If the length of the path is more than \( r + k \) and if we only used branching Rule 1, then \( r(X) + r(Y) - r(E) > r + k - r(E) > k \), which is a contradiction (because we should have aborted this branch). Hence the height of the branching tree is at most \( r + k \) (since \( k \leq r \)).

Now we explain how to compute a solution from a leaf node labeled \((X, Y)\), if there exists a solution obeying \((X, Y)\). Note that for all \( e \in E \setminus (X \cup Y) \), \( e \in \text{cl}(X) \cup \text{cl}(Y) \) because of Rule 1. Also note that either \(|X| \geq k\) or \(|Y| \geq k\). Without loss of generality assume that \(|Y| \geq k\). Now we can apply Lemma 20.2 and add \( S_x \) to \( X \) where \( S_x = \text{cl}(X) \cap (E \setminus (X \cup Y)) \). Now if \(|X \cup S_x| \geq k\), then we can output
the partition \((X \cup S_x, E \setminus (X \cup S_x))\) as \(k\)-separation, because \(r(X \cup S_x) + r(E \setminus (X \cup S_x)) - r(E) = r(X) + r(Y) - r(E) \leq k - 1\) (because we did not abort this branch). Otherwise \(|X \cup S_x| < k\). For convenience, now we use \((X, Y)\) to denote the partial solution \((X \cup S_x, Y)\). The properties of \((X, Y)\) are \(|X| < k\), \(|Y| \geq k\), for all \(e \in E \setminus (X \cup Y)\) \(e \in \text{cl}(Y)\) and \(e \notin \text{cl}(X)\). If \(r(X) < |X|\), then we can output \((X \cup S, E \setminus (X \cup S))\) as a \(k\)-partition where \(S\) is an arbitrary set of \(k - |X|\) elements from \(E \setminus (X \cup Y)\), because

\[
|X| < k, \quad |Y| \geq k
\]

If \(r(X) = |X|\) and \(r(Y) < r(E)\), then we can output the \((X \cup S, E \setminus (X \cup S))\) as a \(k\)-partition where \(S\) is an arbitrary set of \(k - |X|\) elements from \(E \setminus (X \cup Y)\), because

\[
|X| = k, \quad |Y| \geq k, \quad r(E) < r(Y)
\]

Now if \(r(X) = |X|, |X| < k, r(Y) = r(E), |Y| \geq k\), then we apply Lemma 20.3 and output Yes if there exists a circuit of size at most \(k - |X|\) in \(M/X\), otherwise abort this particular branch. A linear representation of \(M/X\) and different case analysis explained above can be computed in time \(O((\text{rank}(M))^2|E|)\) field operations using Gaussian elimination. Since the height of the branching tree is at most \(r + k\), the algorithm runs in \(O(2^{\text{rank}(M)+k} \cdot (\text{rank}(M))^2|E|q^{\text{rank}(M)}\text{rank}(M) + |E|k^2))\) time. 

\(\square\)
Part V

Steiner Tree
Chapter 21

Polynomial Space Single Exponential FPT Algorithm

In this chapter we give a polynomial space single exponential FPT algorithm for the Steiner Tree problem, which is define formally as,

| Steiner Tree | Parameter: $k = |T|$ |
|--------------|----------------------|
| **Input:**   | A connected $n$-vertex graph, a non-negative weight function $w : E(G) \rightarrow \{1, 2, \ldots, W\}$, and a set of terminal vertices $T \subseteq V(G)$. |
| **Question:** | Find a minimum-weight connected subgraph $ST$ of $G$ containing all terminal nodes $T$. |

Steiner Tree is one of the central and best-studied problems in Computer Science with various applications. We refer to the book of Prömel and Steger [111] for an overview of the results and applications of the Steiner tree problem. Steiner Tree is known to be APX-complete, even when the graph is complete and all edge costs are either 1 or 2 [13]. On the other hand the problem admits a constant factor approximation algorithm, the currently best such algorithm (after a long chain of improvements) is due to Byrka et al. and has approximation ratio $\ln 4 + \varepsilon < 1.39$ [26].

Steiner Tree is a fundamental problem in parameterized algorithms [41]. The classic algorithm for Steiner Tree of Dreyfus and Wagner [44] from 1971 might well be the first parameterized algorithm for any problem. The study of parameterized algorithms for Steiner Tree has led to the design of important techniques, such as Fast Subset Convolution [16] and the use of branching walks [101]. Research on the parameterized complexity of Steiner Tree is still on-going, with
very recent significant advances for the planar version of the problem [107, 108].

Algorithms for Steiner Tree are frequently used as a subroutine in fixed-parameter tractable (FPT) algorithms for other problems; examples include vertex cover problems [68], near-perfect phylogenetic tree reconstruction [20], and connectivity augmentation problems [8].

Motivation and earlier work. For more than 30 years, the fastest FPT algorithm for Steiner Tree was the $3^k \cdot \log W \cdot n^{O(1)}$-time dynamic programming algorithm by Dreyfus and Wagner [44]. Fuchs et al. [60] gave an improved algorithm with running time $O((2 + \varepsilon)^k n^{f(1/\varepsilon)} \log W)$. For the unweighted version of the problem, Björklund et al. [16] gave a $2^k n^{O(1)}$ time algorithm. All of these algorithms are based on dynamic programming and use exponential space.

Algorithms with high space complexity are in practice more constrained because the amount of memory is not easily scaled beyond hardware constraints whereas time complexity can be alleviated by allowing for more time for the algorithm to finish. Furthermore, algorithms with low space complexity are typically easier to parallelize and more cache-friendly. These considerations motivate a quest for algorithms whose memory requirements scale polynomially in the size of the input, even if such algorithms may be slower than their exponential-space counterparts. The first polynomial space $2^{O(k)} n^{O(1)}$-time algorithm for the unweighted Steiner Tree problem is due to Nederlof [101]. This algorithm runs in time $2^k n^{O(1)}$, matching the running time of the best known exponential space algorithm. Nederlof’s algorithm can be extended to the weighted case, unfortunately this comes at the cost of a $O(W)$ factor both in the time and the space complexity. Lokshtanov and Nederlof [86] showed that the $O(W)$ factor can be removed from the space bound, but with a factor $O(W)$ in the running time. The algorithm of Lokshtanov and Nederlof [86] runs in $2^k \cdot n^{O(1)} \cdot W$ time and uses $n^{O(1)} \log W$ space. Note that both the algorithm of Nederlof [101] and the algorithm of Lokstanov and Nederlof [86] have a $O(W)$ factor in their running time. Thus the running time of these algorithms depends exponentially on the input size, and therefore these algorithms are not FPT algorithms for weighted Steiner Tree.

For weighted Steiner Tree, the only known polynomial space FPT algorithm has a $2^{O(k \log k)}$ running time dependence on the parameter $k$. This algorithm follows from combining a $(27/4)^k \cdot n^{O(\log k)} \cdot \log W$ time, polynomial space algorithm by Fomin et al. [50] with the Dreyfus–Wagner algorithm. Indeed, one runs the algorithm of Fomin et al. [50] if $n \leq 2^k$, and the Dreyfus–Wagner algorithm if $n > 2^k$. If
\( n \leq 2^k \), the running time of the algorithm of Fomin et al. is bounded from above by \( 2^{O(k \log k)} \). When \( n > 2^k \), the Dreyfus–Wagner algorithm becomes a polynomial time (and space) algorithm.

Prior to our work the existence of a polynomial space algorithm with running time \( 2^{O(k)} \cdot n^{O(1)} \cdot \log W \), i.e a single exponential time polynomial space FPT algorithm, was an open problem asked explicitly in [50, 86].

**Contributions and methodology.** The starting point of our present algorithm is the \((27/4)^k \cdot n^{O(\log k)} \cdot \log W\)-time, polynomial-space algorithm by Fomin et al. [50]. This algorithm crucially exploits the balanced separation of Steiner trees (for details see Lemma 21.1 below). Specifically, an optimal Steiner tree \( ST \) can be partitioned into two trees \( ST_1 \) and \( ST_2 \) containing the terminal sets \( T_1 \) and \( T_2 \) respectively, so that the following three properties are satisfied: (a) The two trees share exactly one vertex \( v \) and no edges. (b) Neither of the two trees \( ST_1 \) or \( ST_2 \) contain more than a \( 2/3 \) fraction of the terminal set \( T \). (c) The tree \( ST_1 \) is an optimal Steiner tree for the terminal set \( T_1 \cup \{v\} \), and \( ST_2 \) is an optimal Steiner tree for the terminal set \( T_2 \cup \{v\} \).

Dually, to find the optimal tree \( ST \) for the terminal set \( T \) it suffices to (a) guess the vertex \( v \), (b) partition \( T \) into \( T_1 \) and \( T_2 \), and (c) recursively find optimal trees for the terminal sets \( T_1 \cup \{v\} \) and \( T_2 \cup \{v\} \). Since there are \( n \) choices for \( v \), and \( \binom{k}{k/3} \) ways to partition \( T \) into two sets \( T_1 \) and \( T_2 \) such that \( |T_1| = |T|/3 \), the running time of the algorithm is essentially governed by the recurrence

\[
T(n, k) \leq n \cdot \binom{k}{k/3} \cdot (T(n, k/3) + T(n, 2k/3)). \tag{21.1}
\]

Unraveling (21.1) gives the \((27/4)^k \cdot n^{O(\log k)} \cdot \log W\) upper bound for the running time, and it is easy to see that the algorithm runs in polynomial space. However, this algorithm is not an FPT algorithm because of the \( n^{O(\log k)} \) factor in the running time.

The factor \( n^{O(\log k)} \) is incurred by the factor \( n \) in (21.1), which in turn originates from the need to iterate over all possible choices for the vertex \( v \) in each recursive call. In effect the recursion tracks an \( O(\log k) \)-sized set \( S \) of split vertices (together with a subset \( T' \) of the terminal vertices \( T \)) when it traverses the recursion tree from the root to a leaf.

The key idea in our new algorithm is to redesign the recurrence for optimal Steiner
trees so that we obtain control over the size of $S$ using an alternation between

1. balanced separation steps (as described above), and
2. novel resplitting steps that maintain the size of $S$ at no more than 3 vertices throughout the recurrence.

In essence, a resplit takes a set $S$ of size 3 and splits that set into three sets of size 2 by combining each element in $S$ with an arbitrary vertex $v$, while at the same time splitting the terminal set $T'$ into three parts in all possible (not only balanced) ways. While the combinatorial intuition for resplitting is elementary (see Lemma 21.2 below), the implementation and analysis requires a somewhat careful combination of ingredients.

Namely, to run in polynomial space, it is not possible to use extensive amounts of memory to store intermediate results to avoid recomputation. Yet, if no memoization is used, the novel recurrence does not lead to an FPT algorithm, let alone to a single-exponential FPT algorithm. Thus neither a purely dynamic programming nor a purely recursive implementation will lead to the desired algorithm. A combination of the two will, however, give a single-exponential time algorithm that uses polynomial space.

Roughly, our approach is to employ recursive evaluation over subsets $T'$ of the terminal set $T$, but each recursive call with $T'$ will compute and return the optimal solutions for every possible set $S$ of split vertices. Since by resplitting we have arranged that $S$ always has size at most 3, this hybrid evaluation approach will use polynomial space. Since each recursive call on $T'$ yields the optimum weights for every possible $S$, we can use dynamic programming to efficiently combine these weights so that single-exponential running time results.

In precise terms, our main result is as follows:

**Theorem 21.1.** *Steiner Tree* can be solved in time $O(7.97^k n^4 \log nW)$ time using $O(n^3 \log nW \log k)$ space.

Whereas our main result seeks to optimize the polynomial dependency in $n$ for both the running time and space usage, it is possible to trade between polynomial dependency in $n$ and the single-exponential dependency in $k$ to obtain faster running time as a function $k$, but at the cost of increased running time and space usage as a function of $n$. In particular, we can use larger (but still constant-size) sets $S$ to avoid re-computation and to arrive at a somewhat faster algorithm:
Theorem 21.2. There exists a polynomial-space algorithm for Steiner Tree running in $O(6.751^k n^{O(1)} \log W)$ time.

By using further balanced separators, but of large size, we show the following theorem.

Theorem 21.3. For any $\epsilon > 0$, there is a $n^{O(f'(\epsilon))} \log W$ space $4^{(1+\epsilon)k} n^{O(f(\epsilon))} \log W$ time algorithm for Steiner Tree, where $f$ and $f'$ are computable functions depends only on $\epsilon$.

Organization of the Chapter. In Section 21.1 we define some notations specific to this chapter and define and state balanced separators used to design our algorithms. In Section 21.2 we prove Theorems 21.1 and 21.2. In Section 21.3 we prove Theorem 21.3.

21.1 Notations and Separators

Partition. A partition of a set $U$, is a collection nonempty, pairwise disjoint subsets of $U$ whose union is $U$. The subsets are called blocks. For a set $U$, we write $U_1 \uplus U_2 \uplus \cdots \uplus U_\ell = U$ if $U_1, U_2, \ldots, U_\ell$ is a partition of $U$. For a set $U$ and a positive integer $i$, we use $P(U)$ and $P_i(U)$ to denote the set of all partitions of $U$ and set of all partitions of $U$ into $i$ parts respectively. For a set $U$ and a constant $\epsilon \geq 0$, we use $B_{\epsilon}(U)$ to denote the set all partitions $(U_1, U_2)$ of $U$ into two parts such that $|U_1|, |U_2| \leq \left(\frac{1}{2} + \epsilon\right)|U|$. For a set $U$, $U' \subseteq U$ and a partition $P \in P(U)$ we use $P[U']$ to denote the restriction of partition $P$ on the set $U'$, i.e, blocks in $P[U']$ is obtained by deleting $U \setminus U'$ from the blocks of $P$. For a set $U$ and partitions $P_1, P_2 \in P(U)$, we say partition $P_1$ refines partition $P_2$, denoted by $P_1 \preceq P_2$, if every block of $P_1$ is contained in some block of $P_2$. We also use $P_1 \preceq P_2$, if $P_1$ is a restriction of a partition of $P(U)$ which refines partition $P_2$. That is, for a set $U$, $U' \subseteq U$ and partitions $P_1 \in P(U')$ and $P_2 \in P(U)$, we denote $P_1 \preceq P_2$, if each block of $P_1$ is contained in some block of $P_2$. For two partitions $P_1$ and $P_2$ in $P(U)$, the join of $P_1$ and $P_2$, denoted by $P_1 \sqcup P_2$ is the smallest (with respect to $\preceq$) partition $P$ refined by both $P_1$ and $P_2$. For a graph $G$, we use $P_G$ to denote the partition $\{V(C) \mid C$ is a connected component of $G\}$ of $V(G)$.

Separation and resplitting. A set of nodes $S$ is called an $\alpha$-separator of a graph $G$, $0 < \alpha \leq 1$, if the vertex set $V(G) \setminus S$ can be partitioned into sets $V_L$ and $V_R$ of
size at most \( \alpha n \) each, such that no vertex of \( V_L \) is adjacent to any vertex of \( V_R \). We next define a similar notion, which turns out to be useful for Steiner trees. Given a Steiner tree \( ST \) on terminals \( T \), an \( \alpha \)-Steiner separator \( S \) of \( ST \) is a subset of nodes which partitions \( ST - S \) in two forests \( R_1 \) and \( R_2 \), each one containing at most \( \alpha k \) terminals from \( T \).

**Lemma 21.1 (Separation).** [22, 50] Every Steiner tree \( ST \) on terminal set \( T \), \( |T| \geq 3 \), has a \( 2/3 \)-Steiner separator \( S = \{s\} \) of size one.

The following easy lemma enables us to control the size of the split \( S \) set at no more than 3 vertices.

**Lemma 21.2 (Resplitting).** Let \( F \) be a tree and \( S \in \binom{V(F)}{3} \). Then there is a vertex \( v \in V(F) \) such that each connected component in \( F - v \) contains at most one vertex of \( S \).

**Proof.** Let \( S = \{s_1, s_2, s_3\} \). Let \( P_1 \) be the unique path between \( s_1 \) and \( s_3 \) in the tree \( F \). Let \( P_2 \) be the unique path between \( s_3 \) and \( s_2 \) in the tree \( F \). If \( P_1 \) and \( P_2 \) are edge disjoint then \( V(P_1) \cap V(P_2) = \{s_3\} \) and \( P_1P_2 \) is the unique path between \( s_1 \) and \( s_2 \). Thus any connected component in \( G - s_3 \) will not contain both \( s_1 \) and \( s_2 \). In this case \( s_3 \) is the required vertex. Suppose \( V(P_1) \cap V(P_2) \neq \{s_3\} \). Consider the unique path \( \overleftarrow{P_1} \) between \( s_3 \) and \( s_1 \), which is the reverse of the path \( P_1 \). Since \( F \) is a tree these paths \( \overleftarrow{P_1} \) and \( P_2 \) will be of the form \( P_1 = Q\overleftarrow{P_1}' \) and \( P_2 = QP_2' \). Note that \( Q \) is a path starting at \( s_3 \). Let \( w \) be the last vertex in the path \( Q \). Since \( F \) is a tree \( V(\overleftarrow{P_1}) \cap V(P_2) = \{w\} \). Now consider the graph \( G - w \). Any connected component in \( G - w \) will not contain more that one from \( \{s_1, s_2, s_3\} \), because the unique path between any pair of vertices in \( \{s_1, s_2, s_3\} \) passes through \( w \). \( \Box \)

### 21.2 Algorithm

In this section we design an algorithm for Steiner Tree which runs in time \( O(7.97^k n^4 \log nW) \) using \( O(n^3 \log nW \log k) \) space. The minimum weight of a Steiner tree of \( G \) on terminals \( T \) is denoted by \( st_G(T) \). Most algorithms for Steiner Tree, including ours, are based on recurrence relations that reduce finding the optimal Steiner tree to finding optimal Steiner trees in the same graph, but with a smaller terminal set. We will define four functions \( f_i \) for \( i \in \{0, 1, 2, 3\} \). Each function \( f_i \) takes as input a vertex set \( S \) of size at most \( i \) and a subset \( T' \) of \( T \). The func-
Hence $f_i(S, T')$ returns a real number. We will define the functions using recurrence relations, and then prove that $f_i(S, T')$ is exactly $st_G(T' \cup S)$.

For $T' \subseteq T$, $i \in \{0, 1, 2, 3\}$, and $S \in \binom{V(G)}{\leq i}$, we define $f_i(S, T')$ as follows. When $|T'| \leq 2$, $f_i(S, T') = st_G(T' \cup S)$. For $|T'| \geq 3$, we define $f_i(S, T')$ using the following recurrences.

**Separation.** For $i \in \{0, 1, 2\}$, let us define

$$f_i(S, T') = \min_{(T_1, T_2) \in B_{i}(T')} \min_{T \subseteq V(G)} f_{i+1}(S \cup \{v\}, T_1) + f_{i+1}(S \cup \{v\}, T_2)$$

(21.2)

**Resplitting.** For $i = 3$, let us define

$$f_i(S, T') = \min_{(T_1, T_2, T_3) \in P_3(T')} \min_{S_1 \cup S_2 \cup S_3 = S} \sum_{r=1}^{3} f_{i-1}(S_r \cup \{v\}, T_r)$$

(21.3)

The recurrences (21.2) and (21.3) are recurrence relations for Steiner Tree:

**Lemma 21.3.** For all $T' \subseteq T$, $0 \leq i \leq 3$, and $S \in \binom{V(G)}{\leq i}$ it holds that $f_i(S, T') = st_G(T' \cup S)$.

**Proof.** We prove the lemma using induction on $|T'|$. For the base case $|T'| \leq 2$ the lemma holds by the definition of $f_i$. For inductive step, let us assume that the lemma holds for all $T''$ of size less than $j$. We proceed to show that $f_i(S, T'') = st_G(T' \cup S)$ for all $T' \subseteq T$ with $|T'| = j$. We split into cases based on $i$ and in each case establish inequalities $f_i(S, T') \leq st_G(T' \cup S)$ and $f_i(S, T') \geq st_G(T' \cup S)$ to conclude equality.

**Case 1:** $0 \leq i \leq 2$. By (21.2), we know that there is a vertex $v \in V(G)$, $S_1 \cup S_2 = S$ and a partition $(T_1, T_2) \in B_{i/6}(T')$ such that $f_i(S, T') = f_{i+1}(S_1 \cup \{v\}, T_1) + f_{i+1}(S_2 \cup \{v\}, T_2)$. Since $(T_1, T_2) \in B_{i/6}(T')$ and $|T'| \geq 3$, we have that $|T_1|, |T_2| < |T'| \leq 3$. Then by induction hypothesis $f_{i+1}(S_1 \cup \{v\}, T_1) = st_G(T_1 \cup S_1 \cup \{v\})$ and $f_{i+1}(S_2 \cup \{v\}, T_2) = st_G(T_2 \cup S_2 \cup \{v\})$. So we have that $f_i(S, T') = st_G(T_1 \cup S_1 \cup \{v\}) + st_G(T_2 \cup S_2 \cup \{v\})$. Let $ST_1$ be an optimum Steiner tree for the set of terminals $T_1 \cup S_1 \cup \{v\}$ and $ST_2$ be an optimum Steiner tree for the set of terminals $T_2 \cup S_2 \cup \{v\}$. Note that $ST_1 + ST_2$ is a connected subgraph containing $T_1 \cup T_2 \cup S$ and $w(E(ST_1 + ST_2)) \leq st_G(T_1 \cup S_1 \cup \{v\}) + st_G(T_2 \cup S_2 \cup \{v\})$. This implies that $st_G(T' \cup S) \leq w(E(ST_1 + ST_2)) \leq st_G(T_1 \cup S_1 \cup \{v\}) + st_G(T_2 \cup S_2 \cup \{v\}) = f_i(S, T')$. Hence $f_i(S, T') \geq st_G(T' \cup S)$.
Conversely, let $ST$ be an optimum Steiner tree for the set of terminals $T' \cup S$. Thus $ST$ is also a Steiner tree for the set of terminals $T'$. Hence by Lemma 21.1, we know that there is a $2/3$-Steiner separator $\{v\}$ of size one. Let $F_1$ and $F_2$ be two forests created by the separator $\{v\}$, such that $V(F_r) \cap T' \leq 2|T'|/3$ for each $1 \leq r \leq 2$. If $v \in T'$ and $|T_1| \leq |T_2|$, then we replace $T_1$ with $T_1 \cup \{v\}$. If $v \in T'$ and $|T_1| > |T_2|$, then we replace $T_2$ with $T_2 \cup \{v\}$. Note that $(T_1, T_2)$ is a partition of $T'$. Since $\{v\}$ is a $2/3$-Steiner separator and $|T'| \geq 3$, we have that $|T_1|, |T_2| \leq 2|T'|/3 \leq (2 + 1/3)|T'| < |T'|$. Hence $(T_1, T_2) \in B_{1/3}(T')$. Let $S_r = V(ST_r) \cap S$ and $T_r = V(F_r) \cap T'$, $1 \leq r \leq 2$. Thus $f_{i+1}(S_1 \cup \{v\}, T_1) + f_{i+1}(S_2 \cup \{v\}, T_2) \geq f_i(S, T')$. Note that $ST_1 = ST[V(F_1) \cup \{v\}]$ and $ST_2 = ST[V(F_2) \cup \{v\}]$ are subtrees of $ST$. By the induction hypothesis, we have that $f_{i+1}(S_1 \cup \{v\}, T_1) = st_G(T_1 \cup S_1 \cup \{v\})$ and $f_{i+1}(S_2 \cup \{v\}, T_2) = st_G(T_2 \cup S_2 \cup \{v\})$. Since $ST_1$ and $ST_2$ are trees containing $T_1 \cup S_1 \cup \{v\}$ and $T_2 \cup S_2 \cup \{v\}$ respectively, we have $w(E(ST_1)) + w(E(ST_2)) \geq st_G(T_1 \cup S_1 \cup \{v\}) + st_G(T_2 \cup \{v\}) = f_{i+1}(S_1 \cup \{v\}, T_1) + f_{i+1}(S_2 \cup \{v\}, T_2) \geq f_i(S, T')$. Since $V(ST_1) \cap V(ST_2) = \{v\}$ and $T' \cup S \subseteq V(ST_1) \cup V(ST_2)$, we have that $st_G(T' \cup S') = w(E(ST_1)) + w(E(ST_2))$. Thus $f_i(S, T') \leq st_G(T' \cup S)$.

Case 2: $i = 3$. By (21.3), there is $v \in V(G)$, $S_1, S_2, S_3 \in \binom{V(G)}{3}$, $S_1 \cup S_2 \cup S_3 = S$, and a partition $(T_1, T_2, T_3) \in \mathcal{P}_3(T')$ such that $f_3(S, T') = \sum_{r=1}^{3} f_2(S_r \cup \{v\}, T_r)$. We have shown (in Case 1) that $f_2(S_r \cup \{v\}, T_r) = st_G(T_r \cup S_r \cup \{v\})$ for all $1 \leq r \leq 3$. Therefore $f_3(S, T') = \sum_{r=1}^{3} st_G(T_r \cup S_r \cup \{v\})$. Let $ST_r$ be an optimum Steiner tree for the set of terminals $T_r \cup S_r \cup \{v\}$ for all $r$. Note that $ST_1 + ST_2 + ST_3$ is a connected subgraph containing $T_1 \cup T_2 \cup T_3 \cup S$ and $w(E(ST_1 + ST_2 + ST_3)) \leq \sum_{r=1}^{3} st_G(T_r \cup S_r \cup \{v\})$. Thus $st_G(T' \cup S) \leq w(E(ST_1 + ST_2 + ST_3)) \leq \sum_{r=1}^{3} st_G(T_r \cup S_r \cup \{v\}) = f_3(S, T')$. Thus $f_3(S, T') \geq st_G(T' \cup S)$.

Conversely, let $ST$ be an optimum Steiner tree for the set of terminals $T' \cup S$. By Lemma 21.2, there is a vertex $v \in V(ST)$ such that each connected component $C$ in $ST - v$ contains at most one vertex from $S$. Let be $C_1, C_2$ and $C_3$ be a partition of connected components of $ST - v$ such that for each $|V(C_r) \cap S| \leq 1$ for all $1 \leq r \leq 3$. For each $r$, let $T_r = T' \cap V(C_r)$. If $v \in T'$, then we replace $T_1$ with $T_1 \cup \{v\}$. Note that $(T_1, T_2, T_3)$ is a partition of $T'$. Hence $(T_1, T_2, T_3) \in \mathcal{P}_3(T')$. For each $r$, let $S_r = (S \setminus \{v\}) \cap V(ST_r)$. Since each $C_r$ contains at most one vertex from $S$, $|S_r| \leq 1$. This implies $\sum_{r=1}^{3} f_2(S_r \cup \{v\}, T_r) \geq f_3(S, T')$. Note that $ST_r = ST[V(C_r) \cup \{v\}]$ is a tree for each $r$. Since $V(C_1) \cup V(C_2) \cup V(C_3) \cup \{v\} = V(ST)$ and for all $1 \leq r_1 \neq r_2 \leq 3$ it holds that $V(C_{r_1}) \cap V(C_{r_2}) = \{v\}$, we have $st_G(T' \cup S) = w(E(ST)) = \sum_{r=1}^{3} w(E(ST_r)) \geq \sum_{r=1}^{3} f_2(S_r \cup \{v\}, T_r) \geq f_3(S, T')$. Thus $f_3(S, T') \leq st_G(T' \cup S)$.
Our algorithm uses (21.2) and (21.3) to compute $f_0(\emptyset, T)$, which is exactly the cost of an optimum Steiner tree. A naïve way of turning the recurrences into an algorithm would be to simply make one recursive procedure for each $f_i$, and apply (21.2) and (21.3) directly. However, this would result in a factor $n^{O(\log k)}$ in the running time, which we seek to avoid. As the naïve approach, our algorithm has one recursive procedure $F_i$ for each function $f_i$. The procedure $F_i$ takes as input a subset $T'$ of the terminal set, and returns an array that, for every $S \in \binom{V(G)}{\leq i}$, contains $f_i(S, T')$.

The key observation is that if we seek to compute $f_i(S, T')$ for a fixed $T'$ and all choices of $S \in \binom{V(G)}{\leq i}$ using recurrence (21.2) or (21.3), we should not just iterate over every choice of $S$ and then apply the recurrence to compute $f_i(S, T')$ because it is much faster to compute all the entries of the return array of $F_i$ simultaneously, by iterating over every eligible partition of $T$, making the required calls to $F_{i+1}$ (or $F_{i-1}$ if we are using recurrence (21.3)), and updating the appropriate array entries to yield the return array of $F_i$. Next we give pseudocode for the procedures $F_0, F_1, F_2, F_3$.

<table>
<thead>
<tr>
<th>Algorithm 4: Implementation of procedure $F_i$ for $i \in {0, 1, 2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> $T' \subseteq T$</td>
</tr>
<tr>
<td><strong>Output:</strong> $st_G(T' \cup S)$ for all $S \in \binom{V(G)}{\leq i}$</td>
</tr>
<tr>
<td>1 if $</td>
</tr>
<tr>
<td>2 for $S \in \binom{V(G)}{\leq 3}$ do</td>
</tr>
<tr>
<td>3 $A[S] \leftarrow st_G(T' \cup S)$ (compute using the Dreyfus–Wagner algorithm)</td>
</tr>
<tr>
<td>4 return $A$</td>
</tr>
<tr>
<td>5 for $S \in \binom{V(G)}{\leq i}$ do</td>
</tr>
<tr>
<td>6 $A[S] \leftarrow \infty$</td>
</tr>
<tr>
<td>7 for $T_1, T_2 \in B_{i/0}(T')$ do</td>
</tr>
<tr>
<td>8 $A_1 \leftarrow F_{i+1}(T_1)$</td>
</tr>
<tr>
<td>9 $A_2 \leftarrow F_{i+1}(T_2)$</td>
</tr>
<tr>
<td>10 for $S_1 \cup S_2 \in \binom{V(G)}{\leq i}$ such that $</td>
</tr>
<tr>
<td>11 if $A[S_1 \cup S_2] &gt; A_1[S_1 {v}] + A_2[S_2 {v}]$ then</td>
</tr>
<tr>
<td>12 $A[S_1 \cup S_2] \leftarrow A_1[S_1 {v}] + A_2[S_2 {v}]$</td>
</tr>
<tr>
<td>13 return $A$.</td>
</tr>
</tbody>
</table>

The procedure $F_i$ for $0 \leq i \leq 2$ operates as follows. (See algorithm 4.) Let $T' \subseteq T$ be the input to the procedure $F_i$. If $|T'| \leq 2$, then $F_i$ computes $st_G(T' \cup S)$ for all $S \in \binom{V(G)}{\leq i}$ using the Dreyfus–Wagner algorithm and returns these values. The procedure $F_i$ has an array $A$ indexed by $S \in \binom{V(G)}{\leq i}$. At the end of the procedure $F_i$, $A[S]$ will contain the value $st_G(T' \cup S)$ for all $S \in \binom{V(G)}{\leq i}$. For each $(T_1, T_2) \in \binom{T'}{2}$, making the required calls to $F_{i+1}$ (or $F_{i-1}$ if we are using recurrence (21.3)), and updating the appropriate array entries to yield the return array of $F_i$. Next we give pseudocode for the procedures $F_0, F_1, F_2, F_3$.
Algorithm 5: Implementation of procedure $F_3$

**Input:** $T' \subseteq T$

**Output:** $st_G(T' \cup S)$ for all $S \in \binom{V(G)}{\leq 3}$

1. if $|T'| \leq 2$ then
   2. for $S \in \binom{V(G)}{\leq 3}$ do
   4. return $A$

5. for $S \in \binom{V(G)}{\leq 3}$ do
   6. $A[S] \leftarrow \infty$

7. for $T_1, T_2, T_3 \in P_3(T')$ do
   8. $A_1 \leftarrow F_2(T_1)$
   9. $A_2 \leftarrow F_2(T_2)$
   10. $A_3 \leftarrow F_2(T_3)$

11. for $S_1, S_2, S_3 \in \binom{V(G)}{\leq 1}$ and $v \in V(G)$ do
   12. if $A[S_1 \cup S_2 \cup S_3] \geq A_1[S_1 \cup \{v\}] + A_2[S_2 \cup \{v\}] + A_3[S_3 \cup \{v\}]$ then
      13. $A[S_1 \cup S_2 \cup S_3] \leftarrow A_1[S_1 \cup \{v\}] + A_2[S_2 \cup \{v\}] + A_3[S_3 \cup \{v\}]$

14. return $A$.

$B_{1/6}(T')$ (line 7), $F_i$ calls $F_{i+1}(T_1)$ and $F_{i+1}(T_2)$ and it returns two sets of values \{f_{i+1}(S, T_1) \mid S \in \binom{V(G)}{\leq i+1}\} and \{f_i(S, T_2) \mid S \in \binom{V(G)}{\leq i}\}, respectively. Let $A_1$ and $A_2$ be two arrays used to store the return values of $F_{i+1}(T_1)$ and $F_{i+1}(T_2)$ respectively. That is, $A_1[S] = f_{i+1}(S, T_1)$ for all $S \in \binom{V(G)}{\leq i+1}$ and $A_2[S'] = f_i(S', T_2)$ for all $S' \in \binom{V(G)}{\leq i}$. Now we update $A$ as follows. For each $S_1 \cup S_2 \in \binom{V(G)}{\leq i}$ and $v \in V(G)$ (line 10), if $A[S_1 \cup S_2] > A_1[S_1 \cup \{v\}] + A_2[S_2 \cup \{v\}]$, then we update the entry $A[S_1 \cup S_2]$, with the value $A_1[S_1 \cup \{v\}] + A_2[S_2 \cup \{v\}]$. So at the end the inner for loop, $A[S]$ contains the value

$$\min_{v \in V(G)} \min_{S_1 \cup S_2 = S} f_{i+1}(S_1 \cup \{v\}, T_1) + f_i(S_2 \cup \{v\}, T_2).$$

Since we do have a outer for loop which runs over $(T_1, T_2) \in B_{1/6}(T')$, we have updated $A[S]$ with

$$\min_{(T_1, T_2) \in B_{1/6}(T')} \min_{v \in V(G)} \min_{S_1 \cup S_2 = S} f_{i+1}(S_1 \cup \{v\}, T_1) + f_i(S_2 \cup \{v\}, T_2).$$

at the end of the procedure. Then $F_i$ will return $A$. The procedure $F_3$ works as follows. (See algorithm 5.) Let $T' \subseteq T$ be the input to the procedure $F_3$. If $|T'| \leq 2$, then $F_3$ computes $st_G(T' \cup S)$ for all $S \in \binom{V(G)}{\leq 3}$.
using the Dreyfus–Wagner algorithm and returns these values. The procedure $F_3$ has an array $A$ indexed by $S \in {V(G)}_{\leq 3}$. At the end of the procedure $F_3$, $A[S]$ will contain the value $st_G(T' \cup S)$ for all $S \in {V(G)}_{\leq 3}$. For each $(T_1, T_2, T_3) \in \mathcal{P}_3(T')$ (line 7), $F_3$ calls $F_2(T_1)$, $F_2(T_2)$ and $F_2(T_3)$, and it returns three sets of values \{$f_2(S,T_1) | S \in {V(G)}_{\leq 2}$\}, \{$f_2(S,T_2) | S \in {V(G)}_{\leq 2}$\} and \{$f_2(S,T_3) | S \in {V(G)}_{\leq 2}$\}, respectively. Let $A_1$, $A_2$ and $A_3$ be three arrays used to store the outputs of $F_2(T_1)$, $F_2(T_2)$ and $F_2(T_3)$ respectively. That is, $A_r[S] = f_2(S,T_r)$ for $r \in \{1,2,3\}$. Now we update $A$ as follows. For each $S_1, S_2, S_3 \in {V(G)}_{\leq 1}$ and $v \in V(G)$ (line 11), if $A[S_1 \cup S_2 \cup S_3] > A_1[S_1 \cup \{v\}] + A_2[S_2 \cup \{v\}] + A_3[S_3 \cup \{v\}]$, then we update the entry $A[S_1 \cup S_2 \cup S_3]$, with the value $A_1[S_1 \cup \{v\}] + A_2[S_2 \cup \{v\}] + A_3[S_3 \cup \{v\}]$. So at the end the inner for loop, $A[S]$ contains the value

$$\min_{S_1 \cup S_2 \cup S_3 = S, v \in V(G)} \min_{|S_1||S_2||S_3| \leq 1} \sum_{r=1}^{3} f_2(S_r \cup \{v\}, T_r).$$

Since we do have a outer for loop which runs over $(T_1, T_2, T_3) \in \mathcal{P}_3(T')$, we have updated $A[S]$ with

$$\min_{(T_1,T_2,T_3) \in \mathcal{P}_3(T')} \min_{S_1 \cup S_2 \cup S_3 = S, v \in V(G)} \sum_{r=1}^{3} f_2(S_r \cup \{v\}, T_r).$$

at the end of the procedure. Then $F_3$ will return $A$ as the output.

In what follows we prove the correctness and analyze the running time and memory usage of the call to the procedure $F_0(T)$.

**Lemma 21.4.** For every $i \leq 3$, $T' \subseteq T$ the procedure $F_i(T')$ outputs an array that for every $S \in {V(G)}_{\leq i}$, contains $f_i(S,T')$.

**Proof.** Correctness of Lemma 21.4 follows directly by an induction on $|T|$. Indeed, assuming that the lemma statement holds for the recursive calls made by the procedure $F_i$, it is easy to see that each entry of the output table is exactly equal to the right hand side of recurrence (21.2) (recurrence (21.3) in the case of $F_3$).

**Observation 21.1.** The recursion tree of the procedure $F_0(T)$ has depth $O(\log k)$.

**Proof.** For every $i \leq 2$ the procedure $F_i(T')$ only makes recursive calls to $F_{i+1}(T'')$ where $|T''| \leq 2|T'|/3$. The procedure $F_3(T')$ makes recursive calls to $F_2(T'')$ where $|T''| \leq |T'|$. Therefore, on any root-leaf path in the recursion tree, the size of the
considered terminal set $T'$ drops by a constant factor every second step. When the terminal set reaches size at most 2, no further recursive calls are made. Thus any root-leaf path has length at most $O(\log k)$.

Lemma 21.5. The procedure $F_0(T)$ uses $O(n^3 \log nW \log k)$ space.

Proof. To upper bound the space used by the procedure $F_0(T)$ it is sufficient to upper bound the memory usage of every individual recursive call, not taking into account the memory used by its recursive calls, and then multiply this upper bound by the depth of the recursion tree.

Each individual recursive call will at any point of time keep a constant number of tables, each containing at most $O(n^3)$ entries. Each entry is a number less than or equal to $nW$, therefore each entry can be represented using at most $O(\log nW)$ bits.

Thus each individual recursive call uses at most $O(n^3 \log nW)$ bits. Combining this with Observation 21.1 proves the lemma.

Next we analyze the running time of the algorithm. Let $\tau_i(k)$ be the total number of arithmetic operations of the procedure $F_i(T')$ for all $i \leq 3$, where $k = |T'|$ on an $n$-vertex graph. It follows directly from the structure of the procedures $F_i$ for $i \leq 2$, that there exits a constant $C$ such that the following recurrences hold for $\tau_i$, $i \leq 2$:

$$
\tau_i(k) \leq \sum_{\frac{k}{3} \leq j \leq \frac{2k}{3}} \binom{k}{j} (\tau_{i+1}(j) + \tau_{i+1}(k - j) + Cn^3)
\leq 2 \sum_{\frac{k}{3} \leq j \leq \frac{2k}{3}} \binom{k}{j} (\tau_{i+1}(j) + Cn^3) \leq 2k \max_{\frac{k}{3} \leq j \leq \frac{2k}{3}} \binom{k}{j} (\tau_{i+1}(j) + Cn^3) \quad (21.4)
$$

Let $\binom{k}{i_1,i_2,i_3}$ be the number of partitions of $k$ distinct elements into sets of sizes $i_1$, $i_2$, and $i_3$. It follows directly from the structure of the procedure $F_3$, that there exists a constant $C$ such that the following recurrence holds for $\tau_3$:

$$
\tau_3(k) = \sum_{i_1+i_2+i_3=k} \binom{k}{i_1,i_2,i_3} (\tau_2(i_1) + \tau_2(i_2) + \tau_2(i_3) + Cn^4)
\leq \sum_{i_1 \geq \frac{k}{2},i_2,i_3} \binom{k}{i_1,i_2,i_3} 3 \cdot (\tau_2(i_1) + Cn^4) \leq 3 \sum_{i_1 \geq \frac{k}{2}} \binom{k}{i_1} 2^{k-i_1} \cdot (\tau_2(i_1) + Cn^4)
\leq 3k \max_{i_1 \geq \frac{k}{2}} \binom{k}{i_1} 2^{k-i_1} \cdot (\tau_2(i_1) + Cn^4) \quad (21.5)
$$

Now we will bound $\tau_3(k)$ from above using (21.4) and (21.5). The following facts
are required for the proof.

**Fact 21.1.** *By Stirling’s approximation, \( \binom{k}{\alpha k} \leq (\alpha^{-\alpha}(1 - \alpha)^{(\alpha-1)k})^{[112]} \).

**Fact 21.2.** *For every fixed \( x \geq 4 \), function \( f(y) = \frac{x^y}{y^{(1-y)}^y} \) is increasing on interval \((0, 2/3)\).

**Lemma 21.6.** *There exists a constant \( C \) such that \( \tau_3(k) \leq C \cdot 11.7899^k n^4 \)

*Proof.* We prove that \( \tau_2(k) \leq \hat{C} k^{(c \log k) 9.78977^k n^4} \) and \( \tau_3(k) \leq \hat{C} k^{(c \log k) 11.7898^k n^4} \), by induction on \( k \). We will pick \( \hat{C} \) to be a constant larger than the constants of (21.4) and (21.5), and sufficiently large so that the base case of the induction holds. We prove the inductive step. By the induction hypothesis and (21.4), we have that

\[
\tau_2(k) \leq 2k \max_{\frac{1}{4} \leq \alpha \leq \frac{3}{4}} \left( \frac{k}{\alpha} \right) k \left( \hat{C} (\alpha k)^{(c \log \alpha k) 11.7898^k n^4 + \hat{C} n^3} \right)
\]

\[
\leq 2k \left( \frac{11.7898^{2/3}}{(2/3)^{2/3}} (1/3)^{1/3} \right)^k \cdot \left( \hat{C} \left( \frac{2k}{3} \right)^{(c \log 2k/3)} n^4 + \hat{C} n^3 \right) \quad \text{(Fact 21.1, 21.2)}
\]

\[
\leq (9.78977)^k \cdot 2k \cdot \left( \hat{C} \left( \frac{2k}{3} \right)^{(c \log 2k/3)} n^4 + \hat{C} n^3 \right)
\]

\[
\leq 9.78977^k \cdot \hat{C} k^{(c \log k) n^4}
\]

The last inequality holds if \( c \) is a sufficiently large constant (independent of \( k \)). By the induction hypothesis and (21.5), we have that

\[
\tau_3(k) \leq 3k \max_{1 \geq \alpha \geq \frac{1}{4}} \left( \frac{k}{\alpha} \right) 2^{(1-\alpha)k} \cdot \left( 9.78977^{\alpha} \cdot \hat{C} (\alpha k)^{(c \log \alpha k) n^4 + \hat{C} n^4} \right)
\]

\[
\leq 3k \max_{1 \geq \alpha \geq \frac{1}{4}} \left( \alpha^{-\alpha}(1 - \alpha)^{(\alpha-1)k} \cdot 9.78977^{\alpha} \right)^k \cdot \left( \hat{C} (\alpha k)^{(c \log \alpha k) + \hat{C} n^4} \right)
\]

\[
\leq 11.7898^k \cdot \hat{C} k^{(c \log k) n^4}
\]

The last inequality holds for sufficiently large constants \( \hat{C} \) and \( c \). For a sufficiently large constant \( C \) it holds that

\[
C \cdot 11.7899^k n^4 \geq 11.7898^k \cdot \hat{C} k^{(c \log k) n^4},
\]

completing the proof. \( \square \)

**Lemma 21.7.** *For every \( i \leq 2 \) and constants \( C_{i+1} \) and \( \beta_{i+1} \geq 4 \) such that for every \( k \geq 1 \) we have \( \tau_{i+1}(k) \leq C_{i+1} \beta_{i+1}^k n^4 \), there exists a constant \( C_i \) such that \( \tau_i(k) \leq C_i \cdot 1.8899^k \cdot \beta_{i+1}^{2k/3} \cdot n^4. \)
Proof. By (21.4) we have that

$$\tau_i(k) \leq 2k \max_{\frac{k}{2} \leq i \leq 2k} \binom{k}{j} (\tau_{i+1}(j) + Cn^3)$$

$$\leq (2k + C) \max_{\frac{k}{2} \leq i \leq 2k} \binom{k}{j} (C_{i+1} \beta_{i+1}^j n^4)$$

$$\leq C_{i+1} \cdot (2k + C) \cdot \left(\frac{3}{2^{2/3}}\right)^k \cdot \beta_{i+1}^{2k/3} \cdot n^4$$

$$\leq C_i \cdot 1.8899^k \cdot \beta_{i+1}^{2k/3} \cdot n^4$$

The last inequality holds for a sufficiently large $C_i$ depending on $C_{i+1}$ and $\beta_{i+1}$ but not on $k$. \qed

Lemma 21.8. The procedure $F_0(T)$ uses $O(7.97^k n^4 \log nW)$ time.

Proof. We show that $\tau_0(k) = O(7.9631^k n^4)$. Since each arithmetic operation takes at most $O(\log nW)$ time the lemma follows. Applying Lemma 21.7 on the upper bound for $\tau_3(k)$ from Lemma 21.6 proves that

$$\tau_2(k) = O(1.8899^k \cdot 11.7899^{2k/3} n^4) = O(9.790^k n^4).$$

Re-applying Lemma 21.7 on the above upper bound for $\tau_2(k)$ yields

$$\tau_1(k) = O(1.8899^k \cdot 9.790^{2k/3} n^4) = O(8.6489^k n^4).$$

Re-applying Lemma 21.7 on the above upper bound for $\tau_1(k)$ yields

$$\tau_0(k) = O(1.8899^k \cdot 8.6489^{2k/3} n^4) = O(7.9631^k n^4).$$

This completes the proof. \qed

We are now in position to prove our main theorem.

Theorem 21.1. Steiner Tree can be solved in time $O(7.97^k n^4 \log nW)$ time using $O(n^3 \log nW \log k)$ space.

Proof. The algorithm calls the procedure $F_0(T)$ and returns the value stored for $f_0(\emptyset, T)$. By Lemma 21.4 the procedure $F_0(T)$ correctly computes $f_0(\emptyset, T)$, and by Lemma 21.3 this is exactly equal to the cost of the optimal Steiner tree. By Lemma 21.5 the space used by the algorithm is at most $O(n^3 \log nW \log k)$, and by Lemma 21.8 the time used is $O(7.97^k n^4 \log nW)$. \qed
21.2.1 Obtaining better parameter dependence

The algorithm from Theorem 21.1 is based on defining and computing the functions $f_i$, $0 \leq i \leq 3$. The functions $f_i$, $0 \leq i \leq 2$ are defined using recurrence (21.2), while the function $f_3$ is defined using recurrence (21.3). For every constant $t \geq 4$ we could obtain an algorithm for Steiner Tree by defining functions $f_i$, $0 \leq i \leq t - 1$ using (21.2) and $f_t$ using (21.3). A proof identical to that of Lemma 21.3 shows that $f_i(S, T') = ST_G(S \cup T')$ for every $i \leq t$.

We can now compute $f_0(\emptyset, T)$ using an algorithm almost identical to the algorithm of Theorem 21.1, except that now we have $t + 1$ procedures, namely a procedure $F_i$ for each $i \leq t$. For each $i$ and terminal set $T' \subseteq T$ a call to the procedure $F_i(T')$ computes an array containing $f_i(S, T')$ for every set $S$ of size at most $i$.

For $i < t$, the procedure $F_i$ is based on (21.2) and is essentially the same as Algorithm 4. Further, the procedure $F_t$ is based on (21.3) and is essentially the same as Algorithm 5. The correctness of the algorithm and an $O(n^{t} \log(nW))$ upper bound on the space usage follows from arguments identical to Lemma 21.4 and Lemma 21.5 respectively.

For the running time bound, an argument identical to Lemma 21.6 shows that $\tau_t(k) = O(11.7899^{k}n^{t+1})$. Furthermore, Lemma 21.7 now holds for $i \leq t - 1$. In the proof of Lemma 21.8 the bound for $\tau_0(k)$ is obtained by starting with the $O(11.7899^k n^4)$ bound for $\tau_3$ and applying Lemma 21.7 three times. Here we can upper bound $\tau_0(k)$ by starting with the $O(11.7899^k n^{t+1})$ bound for $\tau_t$ and applying Lemma 21.7 $t$ times. This yields a $C_0 \cdot \beta_0^t$ upper bound for $\tau_0(k)$, where

$$\beta_0 = (11.7899^{(2/3)^t})1.8899\sum_{i=1}^{t-1} (2/3)^i$$

It is easy to see that as $t$ tends to infinity, the upper bound for $\beta_0$ tends to a number between 6.75 and 6.751. This proves Theorem 21.2.

21.3 $4^{(1+\epsilon)k}n^{O(f(\epsilon))}$ time algorithm

In this section, for any $\epsilon > 0$, we design a $4^{(1+\epsilon)k}n^{O(f(\epsilon))} \log W$ time, $n^{O(f'(\epsilon))} \log W$ space algorithm for Steiner Tree, where $f$ and $f'$ are computable functions depends only on $\epsilon$. Towards that we need to explain Subset Steiner Forest problem and show that the algorithm in Section 21.2 can be generalized to an algorithm.
for **Subset Steiner Forest**. In Subsection 21.3.1 we explain **Subset Steiner Forest**. Then in Subsection 21.3.2 we give faster polynomial space algorithm for **Steiner Tree**.

### 21.3.1 **Subset Steiner Forest**

In this Subsection we generalize our parameterized single exponential time polynomial space algorithm (algorithm in Section 21.2) to a general version of the **Steiner Tree** problem, named **Subset Steiner Forest**. Towards that we first define **subset Steiner forest** and then the problem **Subset Steiner Forest**.

**Definition 21.1.** Let $G$ be a graph, $w : E(G) \rightarrow \{1, 2, \ldots, W\}$ be a non-negative weight function, $S$ be a family of set of vertices and $T \subseteq V(G)$ be a set of terminals. A subgraph $G'$ of $G$ is called a subset Steiner forest of $G$ on the family $S$ and the terminal set $T$, if the following conditions holds.

- $T \cup (\bigcup_{S \in S} S) \subseteq V(G')$, and
- for all $S \in S$, there is a connected component $C$ in $G'$ such that $S \subseteq V(C)$.

We use $sf_{G}(S,T)$ to denote the minimum weight of a subset Steiner forest of $G$ on the family $S$ and the terminal set $T$.

The problem **Subset Steiner Forest** is formally defined as,

| **Subset Steiner Forest** | **Parameter:** $k = |T|$ |
|---------------------------|--------------------------|
| **Input:** An undirected graph $G$, a non-negative weight function $w : E(G) \rightarrow \{1, 2, \ldots, W\}$, a family $S$ of sets of vertices and a set of terminals $T$ where $|\bigcup_{S \in S} S|$ is a constant |
| **Question:** A minimum weight subset Steiner forest of $G$ on the family $S$ and the terminal set $T$ |

The recurrence relations defined for **Steiner Tree** (Equations 21.2 and 21.3) can be generalized to get recurrence relations for **Subset Steiner Forest**. That is we define four functions $f_i$ for $i \in \{0, 1, 2, 3\}$. In what follows let $S = \{S_1, \ldots, S_r\}$ is a family of vertex sets such that for all $j$, $|S_j| \leq c$, where $c$ and $r$ are constants. Each function $f_i$ takes as input a family $S$ of vertex subsets, of size $r$ such that for all $S \in S$, $|S| \leq c+i$ and a subset $T'$ of $T$. These functions $f_i$ s are recurrence relations for **Subset Steiner Forest**. That is $f_i(S,T')$ is exactly $sf_{G}(S,T')$. Now we
define these functions. When $|T'| \leq c + 3$, $f_i(S, T') = s_{G'}(S, T')$. For $|T'| > c + 3$, we define $f_i(S, T')$ using the following recurrences.

**Separation.** For $i \in \{0, 1, 2\}$, let us define

$$f_i(S, T') = \min_{(T_1, T_2) \in R_1(T') \atop v_1, \ldots, v_r \in V(G)} \sum_{\ell=1}^{2} f_{i+1} \left( \{ S_1^{(\ell)} \cup \{ v_1 \}, \ldots, \{ S_r^{(\ell)} \cup \{ v_r \} \}, T_\ell \right) \quad (21.6)$$

**Resplitting.** For $i = 3$, let us define

$$f_i(S, T') = \min_{(T_1, T_2, T_3) \in P_3(T') \atop v_1, \ldots, v_r \in V(G)} \sum_{\ell=1}^{3} f_{i-1} \left( \{ S_1^{(\ell)} \cup \{ v_1 \}, \ldots, \{ S_r^{(\ell)} \cup \{ v_r \} \}, T_\ell \right) \quad (21.7)$$

The proof of correctness of above recurrence relation is exact generalization of the proof of correctness of the recurrence relations of STEINER TREE (Equations (21.2) and (21.3)). Note that when $|T'| \leq c + 3$, we can compute $s_{G'}(S, T')$ in polynomial time by solving many instances of STEINER TREE using the Dreyfus–Wagner algorithm. As like in Section 21.2, a recursive algorithm using Equations (21.6) and (21.7) can be designed.

**Theorem 21.4.** SUBSET STEINER FOREST can be solved in $O(7.97^k n^{r(c+4)} \log n W)$ time using $n^{r(c+3)} \log n W \cdot \log k$ space.

### 21.3.2 Algorithm for Steiner Tree

In this Subsection we design a faster polynomial space algorithm for STEINER TREE using SUBSET STEINER FOREST. We design a new recurrence relation for subset Steiner forest using a notion of $\alpha$-Steiner separator for subset Steiner forest. Given a subset Steiner forest $SF$ on terminals $T$ and family $S$, an $\alpha$-Steiner separator $S$ of $SF$ is a subset of nodes which partitions $SF - S$ in two forests $R_1$ and $R_2$, each one containing at most $\alpha|T|$ terminals from $T$. The following lemma follows from Lemma 1 (Sharp Separation) of [51].

**Lemma 21.9 (c-Separation).** For any constant $c \geq 0$, every subset Steiner forest $SF$ on terminal set $T$ and family $S$, has a $(\frac{1}{2} + \frac{1}{2^{2/c}})$-Steiner separator $S$ of size at most $c$. 
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We design a recurrence relation \( g^{(c)} \) for subset Steiner forest for any constant \( c \geq 2 \). The function \( g^{(c)} \) takes inputs \( S \subseteq V(G), P_S \in \mathcal{P}(S) \) and a set of terminals \( T \). When \( |T| \leq c \), the value of \( g^{(c)}(S, P_S, T) \) is defined to be \( sf_G(P_S, T) \). Otherwise \( g^{(c)}(S, P_S, T) \) is defined by the following recurrence relation. Let us fix \( \alpha = \frac{1}{2(\alpha/2)} \).

\[
g^{(c)}(S, P_S, T) = \min_{(T_1, T_2) \in E_s(T), S' \subseteq S, |S'| \leq c, P_1, P_2 \in \mathcal{P}(S') : P_S \subseteq P_1 \cup P_2} g^{(c)}(S', P_1, T_1) + g^{(c)}(S', P_2, T_2) \quad (21.8)
\]

We need to show that Equation 21.8 is a recurrence relation for Subset Steiner forest and we prove it in Lemma 21.11. The following lemma is useful for proving Lemma 21.11.

**Lemma 21.10.** Let \( G \) be a graph, \( S', T \subseteq V(G) \) and \( P_1, P_2 \in \mathcal{P}(S') \). Let \( F_1 \) and \( F_2 \) be subset Steiner forests for the pairs \( (P_1, T) \) and \( (P_2, T) \) respectively. Let \( S \subseteq S' \) and \( P_S \in \mathcal{P}(S) \) such that \( P_S \subseteq P_1 \cup P_2 \). Then \( F_1 + F_2 \) is a subset Steiner forest for the pair \( (P_S, T) \).

**Proof.** Let \( F = F_1 + F_2 \). Since \( F_1 \) is a subset Steiner forest for the pair \( (P_1, T) \) and \( P_1 \in \mathcal{P}(S) \), we have that \( S' \cup T \subseteq V(F_1) \). This implies that \( S \cup T \subseteq V(F) \). Now we need to show that for any \( Q \in P_S \), there is a component \( C \) in \( F \) such that \( Q \subseteq V(C) \). Since \( F_1 \) and \( F_2 \) are subset Steiner forests for the pairs \( (P_1, T) \) and \( (P_2, T) \) respectively, the graph \( F = F_1 + F_2 \) is a subset Steiner forest for the pair \( (P_1 \cup P_2, T) \). Since \( P_S \subseteq P_1 \cup P_2 \) any \( Q \in P_S \) is completely contained in a block \( Q' \) in \( P_1 \cup P_2 \). Since \( F \) is a subset Steiner forest for the pair \( (P_1 \cup P_2, T) \), there is a component \( C \) in \( F \) such that \( Q' \subseteq V(C) \). This implies that \( Q \subseteq V(C) \). This completes the proof of the Lemma.

Now we show that the above recurrence (Equation 21.8) is indeed a recurrence relation for subset Steiner forest:

**Lemma 21.11.** For any \( T \subseteq V(G) \), a partition \( P_S \) of vertex subset \( S \) of \( G \) and a constant \( c \geq 2 \) it holds that \( g^{(c)}(S, P_S, T) = sf_G(P_S, T) \).

**Proof.** We prove the lemma using induction on \( |T| \). For the base case, when \( |T| \leq c \) the lemma holds by the definition of \( g^{(c)} \). For inductive step, let us assume that the lemma holds for all \( T' \) of size less than \( j \) and any \( S' \subseteq V(G) \) and any partition
$P_{S'} \in \mathcal{P}(S')$. We now show that $g^c(S, P_S, T) = sf_G(P_S, T)$ for all $T \subseteq \binom{V(G)}{j}$, $S \subseteq V(G)$ and $P_S \in \mathcal{P}(S)$. Fix a set $T \subseteq \binom{V(G)}{j}$, $S \subseteq V(G)$ and $P_S \in \mathcal{P}(S)$. Let $\alpha = \frac{1}{2^{c-\Pi}}$.

First we show that $g^c(S, P_S, T) \geq sf_G(P_S, T)$. By (21.8), we know there exists $(T_1, T_2) \in \mathcal{B}_\alpha(T), S' \supseteq S$ and $P_1, P_2 \in \mathcal{P}(S')$ such that $|S' \setminus S| \leq c$, $P_S \leq P_1 \cup P_2$ and $g^c(S, P_S, T) = g^c(S', P_1, T_1) + g^c(S', P_2, T_2)$.

Since $(T_1, T_2) \in \mathcal{B}_\alpha(T)$ and $|T| \geq 2$, we have that $|T_1|, |T_2| < |T|$. Then by induction hypothesis $g^c(S', P_1, T_1) = sf_G(P_1, T_1)$ and $g^c(S', P_2, T_2) = sf_G(P_2, T_2)$. So we have that $g^c(S, P_S, T) = sf_G(P_1, T_1) + sf_G(P_2, T_2)$. Let $SF_1$ and $SF_2$ be optimum subset Steiner forests for the pair $(P_1, T_1)$ and $(P_2, T_2)$ respectively. Hence, by Lemma 21.10, $G' = SF_1 + SF_2$ is a subset Steiner forest for the pair $(P_S, T)$. Thus we have shown that $G'$ is subset Steiner forest of the pair $(P_S, T)$ of weight $g^c(S, P_S, T)$. This implies that $g^c(S, P_S, T) \geq sf_G(P_S, T)$.

Conversely, let $SF$ be an optimum subset Steiner forest for the pair $(P_S, T)$. By Lemma 21.9 we know that there exists an $\alpha$-Steiner separator $S''$ of $SF$ such that $|S''| \leq c$. Let $S' = S'' \cup S$. Since $S' \supseteq S''$, $S'$ is also an $\alpha$-Steiner separator of $SF$. Let $\mathcal{R}_1$ and $\mathcal{R}_2$ be the forests created by $S'$ such that $|V(\mathcal{R}_1) \cap T| \leq (\frac{1}{2} + \alpha)|T|$ and $|V(\mathcal{R}_2) \cap T| \leq (\frac{1}{2} + \alpha)|T|$. Let $T_1 = V(\mathcal{R}_1) \cap T$ and $T_2 = V(\mathcal{R}_2) \cap T$. If $T_1 \cup T_2 \neq T$, then arbitrarily add each vertex in $T \setminus (T_1 \cup T_2)$ to either $T_1$ or $T_2$ such that $|T_r| \leq (\frac{1}{2} + \alpha)|T|$ for $r \in \{0, 1\}$. Note that $(T_1, T_2) \in \mathcal{B}_\alpha(T)$. Since $S'$ is a separator for $\mathcal{R}_1$ and $\mathcal{R}_2$ in $SF$, there is no edge in $E(SF)$ which is incident to both $\mathcal{R}_1$ and $\mathcal{R}_2$. Let $E_1$ be the set of edges in $E(SF)$ which are incident to $\mathcal{R}_1$ and let $E_2 = E(SF) \setminus E_1$. Consider the graphs $F_1 = (V(\mathcal{R}_1) \cup S', E_1)$ and $F_2 = (V(\mathcal{R}_2) \cup S', E_2)$. The graphs $F_1$ and $F_2$ are subset Steiner forests for the pairs $(P_{F_1}[S'], T_1)$ and $(P_{F_2}[S'], T_2)$ respectively. Thus we have that

$$w(SF) = w(F_1) + w(F_2) \geq sf_G(P_{F_1}[S'], T_1) + sf_G(P_{F_2}[S'], T_2) \quad (21.9)$$

Since $F_1 + F_2 = SF$ and $P_S \leq P_{SF}$, we have that $P_S \leq P_{F_1}[S'] \cup P_{F_2}[S']$. We have that $|S' \setminus S| \leq c$, $(T_1, T_2) \in \mathcal{B}_\alpha(T)$ and $P_{F_1}[S'], P_{F_2}[S'] \in \mathcal{P}(S')$ such that $P_S \leq P_{F_1}[S'] \cup P_{F_2}[S']$. Hence by induction hypothesis and our recurrence relation (Equation 21.8), we have that $sf_G(P_{F_1}[S'], T_1) + sf_G(P_{F_2}[S'], T_2) \geq g^c(S, P_S, T)$. Combining this with Equation 21.9, we get $g^c(S, P_S, T) \leq w(SF) = sf_G(P_S, T)$.

Now for any $\epsilon > 0$, we explain a $n^{O(f'(c))} \log W$ space $4^{(1+\epsilon)^k} n^{O(f'(c))} \log W$ time
algorithm for **Steiner Tree**. The We fix (later) two constants $c \geq 4$ and $d$ based on $\epsilon$. Let $\alpha = \frac{1}{2(c+2)}$ and $\beta = (\frac{1}{2} + \alpha)^d$. The algorithm is a recursive algorithm based on Equation 21.8. Whenever the cardinality of set of terminal in a recursive call is bounded by $\beta k$, then the algorithm uses Theorem 21.4 as a black box, otherwise it branches according to Equation 21.8. Initial call to the recurrence is on the set of terminals $T$ and family $\emptyset$. Since each time Equation 21.8 reduces the cardinality of the set of terminals by a factor of $(\frac{1}{2} + \alpha)$, the depth of the recurrence tree is bounded by $d$. Hence the total number of vertices in the family when our algorithm invoke Theorem 21.4 is bounded by $d \cdot c$. This implies that the space usage of our algorithm is bounded by $(n^{dc(d+1)} + d) \log W$.

Now we bound the running time of the algorithm. Let $T(k)$ be the running time of the algorithm for an $n$-vertex graph.

**Lemma 21.12.** There exists a constant $C$ such that for any $k' \leq k$,

$$T(k') = C \cdot (dc)^{(2dc)d'} n^{cd} n^{cd(c+4)} 2^{d'} \log nW \cdot (7.97)^{\beta k} 2^{\frac{2k'}{d-1}},$$

where $d' = \log_2 \frac{\beta k}{k'}$.

**Proof.** Let $C$ be a constant such that the algorithm in Theorem 21.4 runs in time $C \cdot 7.97^k n^{r(c+4)} \log nW$. We prove the lemma by induction on $k'$. When $k' \leq \beta k$, then $T(k')$ is bounded by $C \cdot 7.97^k n^{dc(d+4)} \log nW$. Assume that the lemma holds for all values of $k' < k$. Now we need to bound $T(k)$. According to Equation 21.8,

$$T(k) = n^c c^{2c} 2^k \cdot 2 \cdot T\left(\left(\frac{1}{2} + \alpha\right) k\right) \quad (21.10)$$

Let $\gamma = (\frac{1}{2} + \alpha)$. Now by induction hypothesis, we simplify Equation 21.10 as

$$T(k) = n^c c^{2\gamma k} \cdot 2 \cdot T(\gamma k)$$

$$= n^c c^{2\gamma k+1} \cdot C(dc)^{(2dc)d'} n^{cd} n^{cd(c+4)} 2^{d'} \log nW \cdot (7.97)^{\beta k} 2^{\frac{2\gamma k}{d-1}} \quad (21.11)$$

where $d' = \log_2 \frac{\beta k}{\gamma k} \leq d - 1$.

Substituting $d' = d - 1$ in Equation 21.11,

$$T(k) = C \cdot (dc)^{(2dc)d} n^{cd} n^{cd(c+4)} 2^d \log nW \cdot 2^k (7.97)^{\beta k} 2^{4\gamma k} 2^{2\gamma k} \quad (21.12)$$

**Claim 21.1.** $2^k 4^{\gamma k} 2^{\frac{2\gamma k}{d-1}} \leq 4^{k^2} 2^{\frac{2k}{d-1}}$
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Proof.

\[
2^k 4^k 2^{\frac{2k}{2\alpha}} \leq 2^k \cdot 2^{(1+2\alpha)k} \cdot 2^{\frac{(1+2\alpha)k}{1-2\alpha}} \\
\leq 4^k \cdot 2^{\left(2\alpha + \frac{1+2\alpha}{1-2\alpha}\right)k}
\]

(21.13)

Here \( \alpha = \frac{1}{2(c/2)} \). For \( c \geq 4 \), \( (2\alpha + \frac{1+2\alpha}{1-2\alpha}) \leq \frac{2}{1-2\alpha} \). This completes the proof of the claim.

By applying above claim in Equation 21.12, we get

\[
T(k) = C \cdot (dc)^{(2dc)d} n^{cd} n^{cd+4} 2^d \log nW \cdot (7.97)^k 4^k 2^{\frac{2k}{2\alpha}}
\]

Thus, for any \( \epsilon > 0 \), by choosing constants \( c \) and \( d \) such that \((7.97)^k 4^k 2^{\frac{2k}{2\alpha}} \leq 4^k \), we can get the following theorem.

**Theorem 21.3.** For any \( \epsilon > 0 \), there is a \( n^{O(f'(\epsilon))} \log W \) space \( 4^{(1+\epsilon)k} n^{O(f(\epsilon))} \log W \) time algorithm for STEINER TREE, where \( f \) and \( f' \) are computable functions depends only on \( \epsilon \).
Part VI

Conclusion
Chapter 22

Conclusion

We gave an efficient algorithm for computing a representative family of a family of independent sets in a linear matroid. For the special case where the underlying matroid is uniform we developed an even faster algorithm. Also we have developed faster algorithm for representative family of product families both in uniform matroids and linear matroids. We also showed interesting links between representative families of matroids and the design of single-exponential parameterized and exact exponential algorithms. We believe that these connections have a potential for a wide range of applications. We list some of the natural open problems below.

- What is the best possible running time of an algorithm that computes a $q$-representative family of size at most $(p+q)$ for a $p$-family $\mathcal{F}$ of independent sets of a linear matroid? Does an algorithm with linear dependence of the running time on $|\mathcal{F}|$ exist, or is it possible to prove superlinear lower bounds?

- It would be interesting to find faster algorithms even for special classes of linear matroids. Uniform matroids and graphic matroids are especially interesting in this regard.

- There is a randomized polynomial time algorithm to find a linear representation of a gammoid. Can we derandomize it? Can we compute a small representative family of a family of independent sets in a gammoid without using its linear representation?

- What are the natural set families like product families for which we can find representative sets faster?
• Are there deterministic algorithms for $k$-Path and Multilinear Monomial Detection running in time $2^k n^{O(1)}$?

We would like to remark that recently Zehavi [121] has announced a further improvement for $k$-Path algorithm using representative families and divide and color technique. The algorithm presented in [121] runs in time $2.597^k \cdot n^{O(1)}$.

In Part IV we studied some problems on matroids like Matroid Girth and Matroid Connectivity. We showed that Matroid Girth and Matroid Connectivity in a linear matroid when parameterized by $\text{rank}(M)$ are not FPT unless $\text{FPT} = W[1]$, but FPT when parameterized by $\text{rank}(M) + q$, where $q$ is the field size. Other than the Even Set problem which remains notoriously open, we draw attention to the following interesting open problem arising from our work. Is Matroid Girth FPT on gammoids when parameterized by $\text{rank}(M)$?

In Part V we give the first single exponential time polynomial space algorithm for Steiner Tree running in time $\mathcal{O}(7.97^k n^4 \log n W)$ where $W$ is the largest weight of an edge in the $n$-vertex input graph. We also give an algorithm running in time $4^{(1+\epsilon)k n^{O(f(\epsilon))}} \log W$ and space $n^{O(f^*(\epsilon))}$. Can we get rid of the $\epsilon$ dependence from the power of $n$ in the time complexity or space complexity?
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