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Abstract. A Fourier-collocation scheme is used to approximate solutions to
the generalized Benjamin-Ono equation ut +upux −Huxx = 0. The numerical
simulation suggests that the equation features smooth solutions that become
unbounded in finite time.

1. Introduction. The Benjamin-Ono equation

ut + uux − Huxx = 0 (1)

was derived by Benjamin [2], and later by Ono [12] as a model equation for wave
motion at the interface of a two-layer fluid system, in which a finite layer of fluid
is situated above or underneath an infinitely-deep layer of fluid, and the densities
of the two homogeneous layers are such that the system is statically stable. The
function u(x, t) denotes the deviation of the interface from its rest position at the
point x in the direction of propagation at time t. It is assumed that the waves
do not vary significantly in the direction orthogonal to x. The variables are non-
dimensional and have been normalized to reach the tidy form (1). The operator H
is the Hilbert transform, given by the principal value of the integral

1
π

∫ ∞

−∞

f(x − y)
y

dy

for functions in Lp(R), or by
1
2π

∫ π

−π

cot( y
2
)f(x − y) dy

in case f is periodic with period 2π say. The reader is referred to [9] for addi-
tional information about modeling aspects of (1), and a study of alternative model
equations in the same situation.

In this article, the focus will be on the initial-value problem for the natural
generalization

ut + upux − Huxx = 0 (2)
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of (1), where p is a positive integer. The competition between nonlinear and dis-
persive effects evident in (2) gives rise to a number of interesting phenomena, such
as the existence of solitary-wave solutions. Among the more mathematical topics
of investigation, the well-posedness of (2) in Sobolev function classes has been of
considerable recent interest.

The Cauchy problem associated to the generalized Benjamin-Ono equation with
initial value

u(x, 0) = u0(x), for x ∈ R (3)
is locally well posed in Hadamard’s sense in function classes of sufficient decay and
regularity. The same is true for the initial-value problem with periodic boundary
conditions. For p = 1 it is well understood that the initial-value problem is well
posed globally in time. It is also the case that the initial-value problem for (2) is
globally well posed for large p and small initial data. Interest here is centered on
whether or not arbitrary smooth initial data lead to a globally defined solution. By
analogy with what we know about the generalized Korteweg-de Vries equation

ut + upux + uxxx = 0, (4)

we expect that if p ≥ 2 in (2) and the initial data u0 in (3) are large enough, then
the solution need not be globally defined, no matter how smooth it may be initially.
This issue is investigated by numerical simulation, much in the vein of the study of
(4) in [3]. The plan of the paper is as follows. In Section 2, some facts regarding
the initial-value problem are reviewed. Section 3 is devoted to the description of
the numerical scheme and Section 4 contains some convergence and accuracy tests.
The heart of the paper is Section 5, where a strong case is made for the appearance
of singularity formation.

2. Overview of well-posedness results. The initial-value problem

ut + upux − Huxx = 0,
u(x, 0) = u0(x),

}
(5)

for x ∈ R and t ∈ [0, T ], is known to be locally well-posed in the standard Sobolev
spaces Hs(R) and Hs

#([0, 2π]) when s > 3
2 . The space Hs

#([0, 2π]) is comprised of
the elements of Hs

loc(R) which are 2π-periodic, and is equipped with the obvious
norm. In the case p = 1, the problem is well-posed globally in time. The proof
of this fact makes use of the well-known infinite family of conserved integrals as
explained in [1], for instance. The first four of these are

I−1(u) =
∫

u,

I0(u) =
∫

u2,

I1(u) = 1
3

∫
u3 −

∫
uHux,

I2(u) = 1
4

∫
u4 − 3

2

∫
u2Hux + 2

∫
u2

x.

The unadorned integral stands for integration with respect to the spatial variable x
over R or [0, 2π], depending on whether solutions on the line or with periodic initial
conditions are considered. These conserved integrals are used to obtain a priori
boundedness in time of Sobolev norms, and thereby allow the local well posedness
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to be extended to arbitrary time. Suppose an initial datum u0 is given in H1/2, say.
Then since the H1/2-norm dominates the L3-norm in one dimension by fractional
Sobolev estimates (see [16]), we have I0(u0) < ∞ and I1(u0) < ∞. Consider the
estimate

‖u(·, t)‖2
H1/2 =

∫
u2(x, t) dx +

∫
u(x, t)Hux(x, t) dx

= I0(u0) − I1(u0) + 1
3

∫
u3(x, t) dx

≤ I0(u0) − I1(u0) + c ‖u(·, t)‖3
H1/6

≤ I0(u0) − I1(u0) + c ‖u(·, t)‖2
H0‖u(·, t)‖H1/2

= I0(u0) − I1(u0) + c I0(u0) ‖u(·, t)‖H1/2

Since ‖u(·, t)‖2
H1/2 is dominated by a quantity involving only ‖u(·, t)‖H1/2 , it is

clear that the H1/2-norm stays bounded as long as the solution u exists. A similar
argument shows that the H1-norm stays bounded if the initial datum lies in H1.
In fact, it was proved in [1, 6, 18] that if initial data u0 are given in Hn/2, where n
is a positive integer, then there exists a weak solution in L∞(R,Hn/2). Combining
this result with the local existence theory of strong solutions in [1, 15], it is clear
that if initial data with sufficient regularity are given, the problem (5) with p = 1
has global-in-time strong solutions that lie in C([0, T ],Hs) for s > 3

2 and for T > 0.
If p ≥ 4, global existence is known for small data, but for p = 2 and p = 3,

the problem of global existence seems to be open even for small data. For an
overview of known results and precise statements concerning regularity, the reader
should consult [10] and [11]. It is worth mention that the main results of Molinet,
Tzvetkov and Saut [11] indicate that local well-posedness results in Hs for s < 3

2
are likely to be subtle. Reviewing these results, the question arises whether the
lack of global well-posedness for arbitrary data if p ≥ 2 is a technical problem, or
whether it is prohibited by the existence of solutions which become unbounded in
finite time. In the following, the goal is to indicate that the latter is indeed the
case. If p ≥ 2, the equation only has three known conserved integrals, viz.

I−1(u) =
∫

u,

I0(u) =
∫

u2,

I1(u) = 2
(p+1)(p+2)

∫
up+2 −

∫
uHux.

Unfortunately, it is not possible to adapt the preceeding argument that was effective
when p = 1 to the cases where p ≥ 2, as the resulting inequality is not sufficient to
control the H1/2-norm. To gain some insight into this issue, we initiate a numerical
study of the equation.

3. Discretization of the periodic Benjamin-Ono equation. The question
outlined above will be considered in the periodic context. Consider the initial-value
problem

ut + upux − Huxx = 0, x ∈ [0, 2π], t ≥ 0,
u(x, 0) = u0(x),

u(0, t) = u(2π, t).


 (6)
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As was mentioned, the approach is via numerical simulation, and it is our purpose
now to describe the discretization of the periodic initial-value problem (6). Because
the Hilbert transform H has a convenient formulation in terms of the Fourier trans-
form, a Fourier-collocation method is a natural choice. Such methods have been
developed for evolution equations generally (see [5]), and for the Benjamin-Ono
equation with p = 1 in [13] and [17]. In consequence, an abbreviated description
seems appropriate.

Denote by SN the subspace of L2 spanned by the set of functions

{eikx : k ∈ Z, −N ≤ k ≤ N},
and define the collocation points to be xj = 2πj

N for j = 0, 1, ...N − 1. Let IN

be the interpolation operator from H1
#([0, 2π]) onto SN . Writing the approximate

semi-discrete solution uN ∈ C(0, T, SN ) as

uN (x, t) =

N
2 −1∑

k=−N
2

ũN (k, t)eikx, (7)

the discretization is effected by enforcing the equation(
∂tuN + 1

2∂x(u2
N ) − ∂2

xHuN

)
(xj , t) = 0, t ∈ [0, T ]

uN

∣∣
t=0

= INu0 ∈ SN ,

}
(8)

for 0 ≤ j ≤ N − 1. Using the definition (7) of uN in (8) yields a system of ordinary
differential equations for the discrete Fourier coefficients ũN (k, t). To solve this
system of equations, a first-order implicit Runge-Kutta method is used. The general
n-stage implicit Runge-Kutta method is characterized by the tableau

A τ

bT ,

where A is an n-by n matrix, and b and τ are n-vectors. A general outline of the
theory and application of implicit Runge-Kutta methods can be found in [3, 4], and
the references contained in these articles. The 1-stage method used in this report
is characterized by the tableau

1
2

1
2

1 .

A higher-order method could be used, but the additional stability offered by the
second-order method argued in its favor. Moreover, in order to observe singularity
formation, the time step has to be extremely small, regardless of the order of the
time discretization. The fully discrete approximation to u at the the nth time step
will be denoted by Un

N . Given Un
N and the size of the time step h, the solution at

the next time-step is computed according to

Un+1
N = Un

N + h F (X,n + 1/2),

X = Un
N + 1

2h F (X,n + 1/2),

where
F (X,n) = F (X) = H∂2

x(X) − 1
2∂x((X)2).
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Observe that F does not depend explicitly on time in this case. Moreover, the
time-stepping is actually made in terms of the Fourier coefficients via the relations

Ũn+1
N (k) = Ũn

N (k) + i h
{
|k|kX̃(k) − 1

2k(X̃ � X̃)(k)
}

X̃(k) = Ũn
N (k) + i

h

2

{
|k|kX̃(k) − 1

2k(X̃ � X̃)(k)
}

The convolution is evaluated pseudospectrally, and X̃ is approximated iteratively.
In practice it has been found that four iterations are sufficient to obtain the formal
2nd-order convergence rate. Moreover, as mentioned before, the time step has to be
extremely small. Therefore at each new time step, one already has in hand a very
good starting point for the iteration.

Although no attempt has been made to give a formal proof of the convergence
of the solution UN of the discrete problem to the solution u of the initial-value
problem (6), the convergence of the scheme was tested in some detail.

4. Convergence Study. For equation (6) with p = 1, there are exact solutions in
the form of periodic traveling waves. These solutions, found by Benjamin [2], are
given by the formula

u(x, t) =
sinh(λ)

cosh2(λ
2 ) − cos2(x−ct

2 )
, (9)

with speed

c =
1

tanh(λ)
. (10)

Figure 1 shows a typical periodic traveling wave which can be used to test the
numerical algorithm in the case p = 1. The norm used to calculate the error is the
discrete L2-norm

‖u‖2
N,2 =

1
N

N∑
i=1

|u(xi)|2.

The normalized L2-error is then defined by

E2 =
‖u − UN‖N,2

‖u‖N,2
.
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Figure 1.

Traveling-wave solu-
tion to (6) with p =
1, λ = 1 and c =
1.313.
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Figure 2.

Approximate
traveling-wave
solution to (6) with
p = 3 and c = 1.313.
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h L2-Error Ratio N L2-Error Ratio
0.1000 4.194e-03
0.0500 8.299e-04 5.05 8 2.96e-01
0.0250 1.915e-04 4.33 16 2.52e-02 11.76
0.0125 4.733e-05 4.05 32 1.25e-05 201.43
0.0063 1.182e-05 4.00 64 3.41e-09 366.62
0.0031 2.956e-06 4.00 128 3.41e-09 1.00

Table 1. Discretization error for a traveling wave as in (9) with
λ = 0.7 over the time domain [0, 1]. In the left table, the number of
grid points is N = 1024. In the right table, the time step is h =
4 ∗ 10−5.

h L2-Error Ratio h L2-Error Ratio
0.1000 2.196e-03 0.1000 7.521e-02
0.0500 4.886e-04 4.49 0.0500 3.213e-02 2.34
0.0250 1.205e-04 4.05 0.0250 5.826e-03 5.51
0.0125 3.013e-05 4.00 0.0125 1.033e-03 5.64
0.0063 7.534e-06 4.00 0.0063 3.582e-04 2.88
0.0031 1.883e-06 4.00 0.0031 2.316e-04 1.55

Table 2. The generalized Benjamin-Ono equation with p = 3: Er-
ror when the solution is u(x, t) = cos(x−t) (left) or an approximate
traveling wave (right). The time domain is [0, 1], and the number
of grid points is N = 1024 in the left table, and N = 4096 in the
right table.

To obtain the results shown in Table 1, a traveling wave with λ = 0.7 was used.
As can be seen, for this function, the error decreases quadratically with the size of
the time step, and the error decreases spectrally with the number of modes used.
A similar convergence result obtains using a smaller time step and a higher number
of modes.

In the case when p �= 1, no exact formula for a traveling wave is known. However,
the algorithm can be tested using the inhomogeneous problem

ut + upux − Huxx = f(x, t),
u(x, 0) = φ(x).

}
(11)

Table 2 contains some results for p = 3 when the solution of (11) is a cosine function.
Here, the time domain was [0, 1], and the number of grid points was N = 1024. In
this case as well, the error decreases quadratically in the size of the time step. The
second part of Table 2 shows the error when initial data are taken to be a numerical
approximation of a traveling wave for (6) with p = 3 (see Figure 2). It is again
apparent that the temporal scheme is second-order convergent in the size of the
time step h. However in this case, the accuracy is limited by the accuracy of the
approximate traveling wave used as initial data. The approximation to the traveling
wave was found by a modified Newton’s method which will be reported elsewhere.

As another measure of how well the discrete solution approximates the actual
solution, we monitored the first three conserved integrals at time T = 1. Table 3
shows the conservation of these integrals for a traveling wave with λ = 1 from T = 0
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h N I−1 I0 I1

0.002 2048 1e-15 9.834e-12 1.642e-11
0.002 4096 1e-15 9.828e-12 1.640e-11
0.0002 4096 2e-15 1.013e-15 3.115e-15
0.0002 8192 1e-15 3.660e-15 4.032e-15

Table 3. Benjamin-Ono equation: Conservation of integrals for
a traveling-wave solution. In each box, the difference between the
computed value at T = 0, and the value at T = 1 is shown.

h N I−1 I0 I1

0.002 2048 1e-15 7.587e-14 2.0598e-08
0.002 4096 1e-15 7.587e-14 2.0598e-08
0.0002 4096 3.887e-15 7.570e-15 2.059e-10
0.0002 8192 3.887e-15 7.570e-15 2.059e-10
0.00002 8192 3.887e-15 1e-15 2.065e-12

Table 4. Benjamin-Ono equation: Conservation of integrals for a
general solution. In each box, the difference between the computed
value at T = 0, and the value at T = 1 is shown.

h N I−1 I0 I1

0.002 2048 1e-15 3.788e-13 4.684e-08
0.002 4096 1e-15 3.864e-13 4.684e-08
0.0002 4096 1e-15 1e-15 4.683e-10
0.0002 8192 1e-15 7.570e-15 4.684e-10

Table 5. Generalized Benjamin-Ono equation with p = 3: Con-
servation of integrals for a general solution. In each box, the differ-
ence between the computed value at T = 0, and the value at T = 1
is shown.

to T = 1 for different values of N and h. Table 4 shows the same quantities for the
evolution of Gaussian initial data.
Since the traveling wave does not change its shape, better conservation is expected in
the first case. A comparison of Tables 3 and 4 confirms this expectation. Thirdly,
we investigate the numerical conservation of the integrals for the equation with
p = 3. The conservation is slightly worse than for the case p = 1. The results
in Table 5 are for a calculation in which the function stayed bounded. It can be
shown that the integral, I−1 is conserved by the scheme up to round-off error, the
error introduced by the iteration, and the error made in forming the integral. Thus
it comes as no surprise that in all three cases the integral is conserved to within
machine precision. On the other hand, the conservation of I1 depends critically on
the time step, in concert with the fact that this integral is not exactly conserved by
the scheme. This observation will be useful later to provide a measure of accuracy
for an adaptive algorithm.
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5. Simulation of blow-up. Since it could not be determined theoretically whether
a solution to (6) stays bounded if p ≥ 2, it is natural to search for a solution that
becomes unbounded in finite time. All results discussed here are for the case p = 3.
The numerical simulation was started with a Gaussian profile

φ(x) = Ae−
(x−π)2

λ (12)

as initial data. For small A and λ, the solution does not blow up, but rather
evolves into a train of oscillations, propagating with a speed proportional to their
frequency. This seems to confirm the heuristic that for small u, the equation is
essentially linear, and the dominating effect is dispersion. To initiate blow-up, the
mass

∫
φ(x) dx of the initial data was gradually increased by taking either A or λ

larger. For initial data with sufficient mass, the solution steepens rapidly and forms
a spike. This spike seems to be the initial stage of a solution which develops an
L∞-singularity in finite time. The blow-up is depicted in Figure 3. Figure 4 shows
a close-up of Figure 3 (f). As can be seen, instability in the calculation is rapidly
becoming a problem as the spike continues to grow, and the spatial and temporal
gradients become large.

In an attempt to control the instability, an adaptive scheme was developed. To
control the aliasing error, the tails of the discrete Fourier expansion of the approxi-
mate solution Un

N are monitored. If the magnitude of the coefficients Ũn+1
N (k) in the

tail of the expansion exceeds a specified tolerance TOL1, the calculation is stopped.
The number of grid points is doubled, and Un

N is interpolated to a function Un
2N ,

given on the new grid. Then Un+1
2N is computed. To limit the error due to the

temporal discretization, the quality of the conservation of the integral

I1(Un+1
N ) =

∫
1
10

(Un+1
N )5 − Un+1

N H∂xUn+1
N dx

is tested at each time step. Since this integral is a difference of two quantities that
both become unbounded, the conservation of the integral is a good indication of
the stability of the calculation. If the difference∣∣I1(Un+1

N ) − I1(Un
N )

∣∣
is larger than the tolerance TOL2, the time step h is halved and Un+1

N is recalculated.
The adaptive algorithm is depicted in the diagram in Figure 6. The tolerances TOL1
and TOL2 were chosen after extensive experimentation. A rough guide to what the
values should be can be gleaned from [3], where a related scheme for the generalized
Korteweg-de Vries equation was implemented. In our calculations, TOL1 was taken
in the range 0.01 to 0.03, and TOL2 was taken between 10−7 and 3 ∗ 10−7.

To get an idea of how well the adaptive algorithm performs, results of a run
are presented in the next table. It can be seen that the integral I1 is conserved
to 4 decimal places, while the maximum of the solution approaches 50.Using this
adaptive algorithm, further simulations were carried out. It appeared that the
adaptive procedure was sufficient to control instability in the numerically generated
approximation. However, due to computer storage limitations, the maximum size
of a solution was limited to approximately 50. Nevertheless, even at this modest
level, it is apparent in Figure 7 that the solution develops a similarity structure
in a neighborhood of the blow-up point. To further quantify the blow-up, several
experiments were conducted with the aim of establishing the rates at which various
norms tend to infinity as the blow-up time is approached. For instance, suppose
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Figure 3. Blow-up of Gaussian initial data with A = 2 and
λ = 0.5. This is a calculation with fixed values N = 219 and
h = 4 × 10−8. The times shown are (a) t = 0, (b) t =
0.018349609375, (c) t = 0.024794921875, (d) t = 0.0268203125,
(e) t = 0.02721823120117, (f) t = 0.02721904736328.
Although not visible here, this calculation is suffering from insta-
bility due to aliasing errors (see close-up in Figure 4).



36 J. L. BONA AND H. KALISCH

0 2 4 6

0

5

10

15

20

25

30

35

3 3.2 3.4 3.6 3.8 4

1

2

3

4

5

3.4 3.6 3.8

1.4

1.6

1.8

2

3.5 3.6 3.7 3.8

1.5

1.6

1.7

1.8

1.9

3.6 3.645 3.69
1.54

1.55

1.56

3.62 3.645 3.67
1.54

1.545

1.55

Figure 4. Blow-up of Gaussian initial data with A = 2 and
λ = 0.5: Instability. This is the same calculation as in Figure 3,
but a close-up is shown at at time t = 0.02723337891102. The
spurious oscillations are a clear sign of computational instability
due to aliasing errors.
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Figure 5. Blow-up of Gaussian initial data with A = 2 and
λ = 0.5. This is the same calculation as shown in Figures 3 and
4, but using the adaptive algorithm. A close-up is shown at at
time t = 0.02723337891102. Note that the adaptive algorithm has
effectively removed the instability which was evident in the previous
figure.
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t I−1(uN ) I1(uN ) L∞(uN (·, t))
0.0178500000000 2.24199648655437 12.76556 2.690144
0.0227125000000 2.24199648655436 12.76562 3.589563
0.0244656250000 2.24199648655437 12.76571 4.623624
0.0251953437500 2.24199648655436 12.76583 6.993904
0.0252592500000 2.24199648655437 12.76599 8.680310
0.0252799562500 2.24199648655438 12.76614 11.499567
0.0252835600000 2.24199648655441 12.76638 14.393761
0.0252844760000 2.24199648655441 12.76657 17.685924
0.0252847657875 2.24199648655436 12.76473 23.039991
0.0252848298250 2.24199648655438 12.76525 31.482316
0.0252848363350 2.24199648655441 12.75494 40.078124
0.0252848399500 2.24199648655436 12.75538 49.339268
0.0252848406250 2.24199648655437 12.75562 50.023054

Table 6. Evolution of Gaussian initial data with A = 2 and λ =
0.4 using the adaptive algorithm: Conservation of integrals and
blow-up of the L∞-norm.
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Figure 6. Adaptive algorithm.
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Figure 7. Blow-up of Gaussian initial data with A = 2 and
λ = 0.4: Similarity Structure, (a) t = 0.02528299, (b) t =
0.0252846919375, (c) t = 0.025284831975, (d) t =
0.025284840687971.

that the L∞-norm behaves like

M(t) = ‖uN (·, t)‖∞ = c(t∗ − t)−ρ.

If the quantity M(t) is known at two different times ti and ti+1, and if the blow-up
time t∗ is known, then the exponent ρ can be computed approximately to be

ρi = − log(M(ti/M(ti+1))
log((t∗ − ti)/(t∗ − ti+1)

. (13)

Of course, the time t∗ is not known and must be estimated. In our experiments, we
took it that the solution was infinite when it reached a height of 50. The rates ρi

are calculated only for times safely away from the blow-up time t∗.
A second set of experiments was performed using the approximate traveling-wave

solutions mentioned earlier in the context of the convergence study. These waves
were perturbed slightly with a Gaussian profile in order to facilitate the development
of a singularity. The resulting blow-up is shown in Figure 10.

6. Blow-up rates. After some preliminary numerical computations, it appeared
that the blow-up takes place in the form of a similarity structure as indicated in
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i L4 L5 L6 L∞ L2,D

6 3.71e-03 5.06e-02 8.43e-02 2.05e-01 5.42e-01
7 -2.09e-0 4.95e-02 8.31e-02 1.79e-01 5.09e-01
8 -6.00e-0 4.99e-02 8.24e-02 1.96e-01 4.81e-01
9 1.06e-02 5.81e-02 8.45e-02 1.77e-01 4.63e-01

10 2.11e-02 6.19e-02 8.51e-02 1.78e-01 4.55e-01
11 2.89e-02 6.42e-02 8.50e-02 1.68e-01 4.46e-01
12 3.34e-02 6.52e-02 8.45e-02 1.88e-01 4.38e-01
13 3.51e-02 6.55e-02 8.42e-02 1.73e-01 4.34e-01
14 3.67e-02 6.57e-02 8.38e-02 1.67e-01 4.30e-01
15 3.79e-02 6.58e-02 8.35e-02 1.70e-01 4.26e-01
16 3.84e-02 6.58e-02 8.33e-02 1.73e-01 4.24e-01
17 3.90e-02 6.59e-02 8.32e-02 1.63e-01 4.22e-01
18 3.95e-02 6.59e-02 8.30e-02 1.65e-01 4.20e-01
19 3.98e-02 6.59e-02 8.30e-02 1.85e-01 4.19e-01
20 4.00e-02 6.60e-02 8.29e-02 1.65e-01 4.18e-01
21 4.04e-02 6.60e-02 8.29e-02 1.63e-01 4.17e-01
22 4.06e-02 6.61e-02 8.28e-02 1.69e-01 4.16e-01
23 4.08e-02 6.61e-02 8.28e-02 1.67e-01 4.13e-01
24 4.09e-02 6.60e-02 8.26e-02 1.65e-01 3.98e-01
25 4.08e-02 6.57e-02 8.22e-02 1.64e-01 3.58e-01

0.0416̄ 0.06̄ 0.083̄ 0.16̄ 0.416̄

Table 7. Blow up of Gaussian initial data with A = 2 and λ = 0.4.
The number in each slot represents the blow-up rate ρi for the
respective quantity, calculated at the i-th time the time step was
halved. L2,D denotes the L2-norm of the discrete derivative of uN .
The starting values for the time step and the number of grid points
were h = 5∗10−5 and N = 4096, respectively. The tolerances were
TOL1 = 10−2 and TOL2 = 10−7. The numbers at the bottom are
the exponents predicted by the similarity structure (14).

Figure 7. Assuming the blow-up occurs at time t∗and the solution develops a single
infinite peak at x = x∗, the solution appears to have the form

u(x, t) ∼= 1

(t∗ − t)
1
2p

φ
(x∗ − x − c(t∗ − t)1/2

(t∗ − t)1/2

)
, (14)

in the immediate vicinity of the maximum of the function. Defining the variable

ξ =
x∗ − x

(t∗ − t)
1
2
− c,

it is straightforward to determine that φ satisfies the equation
1
2p

φ +
1
2
(ξ + c)φ′ − φpφ′ + Hφ′′ = 0.

The detailed analysis of this equation will be the focus of future work. In the present
context, the similarity structure is useful for predicting the blow-up rates appearing
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i L4 L5 L6 L∞ L2,D

6 9.94e-04 4.99e-02 8.37e-02 2.01e-01 5.28e-01
7 -5.22e-03 4.87e-02 8.25e-02 1.77e-01 4.99e-01
8 -1.58e-03 5.24e-02 8.30e-02 1.92e-01 4.74e-01
9 1.78e-02 6.08e-02 8.50e-02 1.71e-01 4.58e-01

10 2.95e-02 6.43e-02 8.49e-02 1.79e-01 4.45e-01
11 3.46e-02 6.54e-02 8.43e-02 1.71e-01 4.36e-01
12 3.68e-02 6.57e-02 8.38e-02 1.69e-01 4.29e-01
13 3.82e-02 6.58e-02 8.34e-02 1.70e-01 4.24e-01
14 3.90e-02 6.59e-02 8.32e-02 1.65e-01 4.21e-01
15 3.96e-02 6.59e-02 8.30e-02 1.70e-01 4.19e-01
16 4.00e-02 6.60e-02 8.29e-02 1.67e-01 4.18e-01
17 4.03e-02 6.60e-02 8.29e-02 1.67e-01 4.17e-01
18 4.03e-02 6.60e-02 8.28e-02 1.63e-01 4.15e-01
19 4.01e-02 6.59e-02 8.27e-02 1.57e-01 4.10e-01
20 3.89e-02 6.56e-02 8.25e-02 1.72e-01 3.88e-01
21 2.76e-02 6.32e-02 8.16e-02 1.61e-01 3.39e-01
22 5.66e-02 6.78e-02 8.17e-02 1.70e-01 2.69e-01
23 4.36e-02 6.42e-02 7.97e-02 1.57e-01 1.90e-01
24 4.19e-02 6.29e-02 7.83e-02 1.40e-01 1.48e-01
25 4.06e-02 6.14e-02 7.64e-02 1.58e-01 1.12e-01

0.0416̄ 0.06̄ 0.083̄ 0.16̄ 0.416̄

Table 8. Blow up of Gaussian initial data with A = 2 and λ = 0.4.
The number in each slot represents the blow-up rate ρi for the
respective quantity, calculated at the i-th time the time step was
halved. L2,D denotes the L2-norm of the discrete derivative of uN .
The starting values for the time step and the number of grid points
were h = 5 ∗ 10−5 and N = 4096, respectively. The tolerances
were TOL1 = 2 ∗ 10−2 and TOL2 = 2 ∗ 10−7. The numbers at the
bottom are the exponents predicted by the similarity structure (14).

in (13). The form of the similarity solution suggests the following power laws for
the Lq-norms of the solution:

‖u(·, t)‖Lq = cq(t∗ − t)
1
2q − 1

2p ,

‖u(·, t)‖L∞ = c∞(t∗ − t)−
1
2p .

Moreover, the L2-norm of the derivative is also of interest. The similarity structure
predicts the relation

‖ux(·, t)‖L2 = C2(t∗ − t)−
1
2p− 1

4 .

Using these power laws, the blow-up rate for the Lp-norms and the L2-norm of the
derivative can be predicted. The results of several calculations, shown in Tables
7 ,8 and 9, are compared to the predictions. All simulations are for equation (6)
with p = 3. The first two tables show calculations with Gaussian initial data
using different tolerances. As can be seen, the blow-up rates agree to one or two
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Figure 8. Blow-up of Gaussian initial data with A = 2 and
λ = 0.4 using the adaptive algorithm. (• •) t = 0.02525965625,
(−−) t = 0.02528299, (− ·) t = 0.0252846919375, (· ·) t =
0.025284831975, (−) t = 0.025284840687971.

decimal places. The third table shows a computation with a perturbed approximate
traveling wave. In this case, the blow-up rates are in even better agreement with
the numbers predicted by the similarity structure.

In conclusion, the experiments shown in this report present evidence that solu-
tions to (6) may become unbounded in finite time. Thus it is conjectured that (6)
is not globally well-posed when p = 3, or indeed when p ≥ 2.
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i L4 L5 L6 L∞ L2,D

6 4.71e-02 6.88e-02 8.45e-02 1.66e-01 4.08e-01
7 4.68e-02 6.89e-02 8.48e-02 1.68e-01 4.13e-01
8 4.63e-02 6.87e-02 8.49e-02 1.67e-01 4.16e-01
9 4.59e-02 6.86e-02 8.48e-02 1.69e-01 4.18e-01

10 4.56e-02 6.84e-02 8.48e-02 1.69e-01 4.19e-01
11 4.53e-02 6.83e-02 8.47e-02 1.62e-01 4.19e-01
12 4.50e-02 6.81e-02 8.46e-02 1.68e-01 4.20e-01
13 4.48e-02 6.80e-02 8.44e-02 1.70e-01 4.20e-01
14 4.46e-02 6.78e-02 8.43e-02 1.71e-01 4.20e-01
15 4.43e-02 6.77e-02 8.42e-02 1.70e-01 4.19e-01
16 4.41e-02 6.76e-02 8.41e-02 1.58e-01 4.19e-01
17 4.39e-02 6.75e-02 8.40e-02 1.73e-01 4.19e-01
18 4.37e-02 6.74e-02 8.40e-02 1.61e-01 4.19e-01
19 4.35e-02 6.73e-02 8.39e-02 1.82e-01 4.19e-01
20 4.34e-02 6.72e-02 8.38e-02 1.66e-01 4.18e-01
21 4.33e-02 6.71e-02 8.37e-02 1.68e-01 4.18e-01
22 4.31e-02 6.70e-02 8.37e-02 1.63e-01 4.18e-01
23 4.30e-02 6.70e-02 8.36e-02 1.65e-01 4.18e-01
24 4.29e-02 6.69e-02 8.36e-02 1.71e-01 4.18e-01
25 4.28e-02 6.69e-02 8.35e-02 1.54e-01 4.17e-01

0.0416̄ 0.06̄ 0.083̄ 0.16̄ 0.416̄

Table 9. Blow-up rates for the perturbed traveling wave, as shown
in Figure 10. The number in each slot represents the blow-up rate
ρi for the respective quantity, calculated at the i-th time the time
step was halved. L2,D denotes the L2-norm of the discrete deriva-
tive of uN . The starting values for the time step and the number
of grid points were h = 5 ∗ 10−5 and N = 4096, respectively. The
tolerances were TOL1 = 10−2 and TOL2 = 2 ∗ 10−7. The num-
bers at the bottom are the exponents predicted by the similarity
structure (14).
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