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Chapter 1

Introduction

The aurora is light which is produced when charged particles precipitate from space and
collide with the thin gas in the Earth’s upper atmosphere, typically at 100−300 km altitude.
Depending on the type of atoms/molecules with which the particles collide, photons with
different wavelengths (colors) are produced. A continuous spectrum is also emitted because
of the deceleration of the charges. From the ground, we see the aurora as thin discrete arcs,
often aligned with circles of magnetic latitude. These arcs are produced by precipitation of
electrons, accelerated relatively close to Earth (∼ 1 Earth radius) by quasi-static upward
electric fields, and electromagnetic wave activity. On a global scale, the aurora resembles
ovals, with centers close to magnetic poles in the northern and southern hemispheres. In
addition to the discrete arcs, the auroral ovals are comprised by a background of diffuse
aurora. Both the arcs and the diffuse aurora can be seen with appropriate instruments,
such as the cameras used in this thesis.

The observational basis of this study is global UV images of the aurora, taken by
instruments on the NASA satellites IMAGE and Polar. To some extent, these images can
be seen as projections of a much larger region further out in space, to which the Earth
is magnetically connected. This region, called the magnetosphere, is constantly changing:
Expanding, contracting, twisting, taking in and ejecting plasma, and opening and closing
its connection to the interplanetary magnetic field (IMF). Global auroral images can help
to identify and quantify these processes.

In Paper I in this thesis, we present observations which demonstrate a very direct rela-
tionship between the global aurora and the degree of compression of the magnetosphere.
Using images from the SI-12 camera on the IMAGE satellite, which is sensitive to au-
roral emissions produced solely by proton precipitation, we observe a prompt increase,
and persistently elevated intensity when the magnetosphere is compressed. When it ex-
pands, the proton aurora immediately diminishes. The compression and expansion of the
magnetosphere was deduced from observed changes in the pressure in the solar wind.

In Papers II and III, we study in great detail an event when we had global UV images of
the aurora in both hemispheres simultaneously. The unique data from this and a few other
events have previously been investigated by Østgaard et al. (2004, 2005c), who focused on
the location of corresponding auroral features in the two hemispheres (i.e. aurora which
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is produced by charged particles moving along the same magnetic field line). They found
evidence for a temporally twisted magnetosphere, enforced by the solar wind and IMF.
In Paper II, we present an example when the technique employed by Østgaard et al. is
not applicable; corresponding large-scale features in the two hemispheres could not be
identified. The inter-hemispheric asymmetries in the auroral intensity presented in this
paper are suggested to signify currents flowing along magnetic field lines between the two
hemispheres. In Paper III we look at the same event, but here we focus on the interior
boundary of the auroral ovals, i.e. the poleward boundary of the particle precipitation. The
location of this boundary is often assumed to coincide with the boundary between magnetic
field lines which are connected to both hemispheres (closed), and magnetic field lines which
are connected to the IMF (open). We show that as magnetic flux is exchanged between
these regions, the location of the boundary can become different in the two hemispheres,
possibly because of differences between the upper atmosphere in the two hemispheres. In
Paper IV, we use ∼ 30, 000 auroral images from one hemisphere to study the contraction
of the auroral oval statistically. The main result from this study is that, as the oval
contracts, average differences appear for different seasonal conditions, as well as for different
orientations of the IMF.

This thesis starts with a survey of some fundamental concepts in space plasma physics,
followed by a description of the geospace system and the aurora. We then summarize some
of the previous work on inter-hemispheric asymmetries. A description of the instruments,
and some techniques that we have used in the papers are then presented. The last chapter
contains brief summaries of the papers. The main part of this thesis is four scientific
papers:

Paper I:

Persistent global proton aurora caused by high solar wind dynamic pressure

Paper II:

Asymmetric auroral intensities in the Earth’s Northern and Southern hemispheres

Paper III:

Inter-hemispheric observations of emerging polar cap asymmetries

Paper IV:

Seasonal and IMF dependent nightside polar cap contraction during substorm expansion
phase
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Chapter 2

Basic concepts in space plasma
physics

Space physics is still a relatively young field. Before the launch of the first satellites1, all
knowledge about space was inferred from ground based observations. For example, the
existence of a conducting layer in the upper atmosphere, the ionosphere, was postulated
around 1900, as the means by which radio waves could be transmitted across the Atlantic
ocean. To some extent, the field is still in a descriptive state. This is also reflected by the
papers in this thesis, which can be considered primarily as reports of new observational
findings. However, we also try to place these findings in a scientific context. The aim
of the first part of this thesis is to give a brief review of the current understanding of
this scientific context, in a more general way than what is permitted by the format of the
scientific papers.

In this chapter we give a brief introduction to space plasma physics. We choose an
approach which is inspired by recent works by Parker (1996, 1997, 2000, 2007) and Vasyli-
unas (2001, 2005a,b), who present this topic from a somewhat untraditional angle, focusing
on causality. This is done by treating the plasma as a fluid, and explaining the dynamics
of the fluid in terms of first principles in physics: Newton’s laws of motion, and Maxwell’s
equations. The crude introduction which is presented here is meant to clarify the view
which is adopted in the rest of this thesis. For the purpose of brevity, we shall refer to the
above citations, and the books by Baumjohann and Treumann (1997), Paschmann et al.
(2003), and Griffiths (1981) for mathematical derivations, and elaborations on many of the
details which could not be included here.

2.1 Charged particles and electromagnetic fields

The universe is filled with plasma, a gas consisting of electrically charged particles. Only
a very few exceptions to this statement exist, and one of them is the cold surface of the
Earth, and a surrounding thin layer (∼ 1/60 of an Earth radius thick) of gas, called the

1The first satellite, Sputnik, was launched in 1957.
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atmosphere. The universe is also filled with a magnetic field, and to this there is no known
exceptions (Parker (2007) p. 14). The physics of space can therefore be said to be that
of charged particles moving in magnetic, and sometimes electric fields. The most head-on
approach to treat such a system mathematically, is to consider Newton’s law of motion for
each particle,

dpk
dt

= qk(E + uk ×B) (2.1)

where pk is the momentum of particle number k, qk is its charge, uk is its velocity, and
E and B are the electric and magnetic fields. As is clear from this equation, the particles
move in response to electric and magnetic fields. However, collectively they also change
these fields, which behave according to Maxwell’s equations,

∇ · E = ρ/ε0 (2.2)

∂B

∂t
= −∇× E (2.3)

∇ ·B = 0 (2.4)

∇×B = µ0j + ε0µ0
∂E

∂t
(2.5)

where ρ is the charge density and j is the current density, which depend on the location
and velocity of every single charged particle.

This kind of approach belongs to kinetic plasma theory. The enormous number of
equations, resulting from the enormous number of particles in the magnetosphere, makes
it clear that this approach is of little aid in getting a qualitative basic understanding of
global phenomena, at least without the aid of massive computer power. Luckily, there is a
simpler approach, in which the plasma can be treated as a fluid.

2.2 Fluid description of a plasma

The key transition in going from a kinetic description to a fluid description of a plasma (or
any other substance that can be treated as a continuum), is the introduction of macroscopic
quantities. Instead of keeping account of the position of every individual particle, we
introduce the density, n = N/V , where N is the number of particles in a volume V .
Instead of the velocities of each individual particle, uk, we use the mean velocity, or bulk
velocity,

v =
1

N

∑

k

uk (2.6)

uk can be decomposed as uk = v + wk, where wk is called the thermal velocity of particle
number k. By definition of v, the average of wk is 0. The thermal velocities enter in the
pressure tensor:

pij =
1

V

∑

k

mkwkiwkj (2.7)
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where i, j represent the components x, y, z. The macroscopic quantity temperature also
depends on the thermal velocities.

We want to be able to use these quantities in differential equations which describe the
large-scale dynamics of the system. For this to be possible, two conditions must be fulfilled:
1) The volumes which are considered, V = λ3 must be sufficiently large that they contain
enough particles that the macroscopic quantities (n, v, pressure, etc.) are not subject to
statistical fluctuations. 2) λ must be small compared to the characteristic scale length of
variations in the macroscopic quantities (Λ). This is necessary for a differential treatment
to make sense.

These two requirements must be balanced according to the need for statistical precision
and smallness of λ. In most cases, it is adequate that λ = 10−3Λ (Parker (2007), p. 75). In
the case of the solar wind (n ∼ 5 cm−3) interaction with the magnetosphere (Λ ∼ 104 km),
we get λ = 10 km, and N = 5 × 1018. The statistical uncertainty in each cell, ∼ N−1/2,
will be less than 10−9.

The above quantities may be used to describe the plasma as composed by several fluids,
e.g. an electron fluid and an ion fluid, in which case two sets of macroscopic variables must
be considered, one for each fluid. Another approach is to treat the electrons and ions of
a plasma as a single fluid. Multi-fluid theory may be appropriate when the forces acting
on the electrons and ions differ, e.g. in the ionosphere, where the friction with neutral
particles depends on the particle species. In most of the magnetosphere, a single-fluid
approach can be used.

2.2.1 Conservation of mass and momentum

We now look at the differential equations which are used to describe the dynamics of the
macroscopic quantities introduced in the previous section. For a derivation of the equations,
see e.g. Chapter 7 in Baumjohann and Treumann (1997), or Chapter 8 in Parker (2007).
These equations are conservation laws, and the first law states that the mass of the fluid
is conserved:

∂n

∂t
+

∂

∂xj
nvj = 0 (2.8)

The equation is written on component form, and the subscripts j (= x, y, z) are to be
summed over. This equation has four unknowns: n, and the three components of the
velocity. Newton’s second law states that the momentum is conserved. For a fluid, this
law takes the form

nm

(
∂vi
∂t

+ vj
∂vi
∂xj

)
= −∂pij

∂xj
+ fi. (2.9)

Again, j is a summation index. m is the mass of the particles in the fluid. For an
ion/electron fluid, the mass can be written, m = me + mi = mi(1 + me/mi) ≈ mi, since
the lightest ion, H+, has a mass ≈ 1800 times larger than the electron mass. The pressure
tensor describes the momentum flux density transported by the thermal motions of the
particles. In the case that the pressure is isotropic, pij = pδij, the pressure term can be
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understood as a force which accelerates the plasma in the direction anti-parallel to its
gradient. fi is the external force per unit volume (in the i’th direction). For a space
plasma, the most important force is the electromagnetic force, which is the subject of the
next section. In the following, we neglect gravity, which typically is small compared to
other forces.

Assuming the force fi to be known, Eq. 2.8 and 2.9 constitute four equations, with four
unknowns in addition to the unknown elements of the pressure tensor (note that definition
2.7 implies that pij = pji). To remedy this, one can introduce yet another conservation law,
conservation of energy density. This does however introduce another unknown quantity,
the heat flux density. In principle, one can continue introducing new equations and new
unknowns ad infinitum. Usually, one therefore truncates the set of equations, for example
by making an assumption on the pressure using an equation of state.

For the present purpose, the key aspects of the above discussion is that 1) a plasma
can be described as a fluid if its density is well-defined on a scale on which the macroscopic
variables do not change much, and 2) that the dynamics of the fluid is governed by the
pressure, and forces which are applied on it. This force is the topic of the next section.

2.3 The electromagnetic force on a plasma fluid

We have already mentioned that the collective effect of the charged particles in a plasma
can change ambient electric and magnetic fields. We present an argument that this leads
to the cancellation of any large-scale electric fields, and that this implies that the magnetic
field is transported bodily with the plasma.

2.3.1 Maxwell’s stress tensor

The electromagnetic force (Lorentz force) per unit volume is

f = ρE + j×B (2.10)

where ρ is charge density, and j is current density. Using Maxwell’s equations (2.2 and 2.5)
to replace ρ and j, and some vector calculus, the force per unit volume can be written (see
Griffiths (1981), p. 351 for full derivation):

f = ∇ · T− ε0µ0
∂S

∂t
(2.11)

where S is the Poynting vector, S = (E ×B)/µ0. The Poynting vector term in Equation
2.11 contains the rate of change of the electromagnetic energy entering the volume per unit
area per time. T is the Maxwell stress tensor. Element ij can be written

Tij = ε0

(
EiEj −

1

2
δijE

2

)
+

1

µ0

(
BiBj −

1

2
δijB

2

)
(2.12)
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where δij = 0 when i 6= j and 1 when i = j. The physical meaning of the force associ-
ated with element ij of the stress tensor is the force per unit area (or stress) in the i’th
direction, exerted on a surface element normal to the j’th direction. The elements on the
diagonal represent electric and magnetic pressure, and the off-diagonal elements are shears.
The total electromagnetic force exerted on a volume element can be found by integrating
Equation 2.11 over that volume.

2.3.2 The relative strengths of magnetic and electric stress

Equation 2.11 follows from Maxwell’s equations, and is therefore exact. It is this force
which is to be inserted in Equation 2.9. However, it can be simplified by considering the
relative strengths of electric and magnetic stresses in space plasmas. The Poynting vector
term will be treated later. A plasma is populated by highly mobile electrically charged
particles (a potential difference of one volt will accelerate an electron to 600 km/s). Because
of these charges, any electric field which arises, will be rapidly canceled. Therefore, there
can be no significant large-scale electric fields in the local frame of reference moving with
the plasma. The magnetic field will remain, since there are no equivalent magnetic charges
or currents to cancel the magnetic field.

Assume for the moment, that the electric field, E′, in the plasma frame of reference is
exactly canceled. It is clear that, in this frame of reference, only the magnetic stress plays
a role. Since the plasma velocity in general is far from uniform, this frame of reference is
highly irregular, and so we want to calculate the forces in a different coordinate system.
To do this, we have to use the Lorentz transformations for the electric and magnetic fields
(v2/c2 � 1 is assumed). In a coordinate system in which the plasma is seen to move at
velocity v (all quantities are assumed functions of r and t), the fields are given by:

E′ = E + v ×B (2.13)

B′ = B− v × E

c2
(2.14)

Assuming E′ = 0, the electric field observed from our fixed coordinate system is E =
−v × B. In general, the v/c2 factor in Equation 2.14 does not mean that this term is
small compared to B, due to the relative magnitude of the two fields in SI units2, which
is used here. However, in this case, it is true, since by inserting E = −v × B in the
last term of Eq. 2.14 we get v2

c2
B. This means that B in conducting plasmas is invariant

under non-relativistic coordinate transformations. We also note that the component of the
electric field which is parallel to the magnetic field, E ′‖, is also invariant (but here we have

assumed this component to be 0).
To compare the magnitude of the forces from E and B, we see from Equation 2.12

that the electric and magnetic stress scale as FE

FB
∼ E2

B2 ε0µ0 = E2

B2c2
, where c = 1/

√
ε0µ0 ≈

2This is what Parker (2007) refers to as a ”grotesque” asymmetry of the SI unit system, whose de-
scription as a ”practical” he compares to Eric the Red’s naming of his icy discovery, Greenland.
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3× 108 m/s is the speed of light. In the case that E′ = 0, the ratio of electric to magnetic
stress is FE

FB
∼ E2

c2B2 = v2

c2
, when we use that E = vB. We can conclude that, when E′ = 0,

the electromagnetic forces felt by the plasma are those of magnetic fields, and that electric
fields play an insignificant role in the dynamics of a plasma. This is true in any frame of
reference moving at non-relativistic speed compared to the plasma.

We also note that, since FE

FB
∼ E2

c2B2 , any E ′ 6= 0 will have to be of the order c2B2 for
the electric stress to directly affect the dynamics of the plasma fluid. For a magnetic field
strength of 5 nT (e.g. the tail neutral sheet), the electric field would have to be 2.25 V/m,
which can be regarded as a very strong field in the tail (electric fields in tail reconnection
are in the order of ∼ 10−3 V/m (Østgaard et al., 2005b)). For a magnetic field strength of
10,000 nT (e.g. the distant part of the auroral acceleration region), the electric field would
have to be 9 MV/m. Electric fields of this magnitude have never been observed in this
region of space (for comparison, the dielectric strength of air is ∼ 3MV/m).

2.3.3 Frozen-in magnetic field

The above considerations show that electric fields are negligible as a driving force of con-
vection in space plasmas. However, we have not yet looked at how the plasma and the
magnetic field are coupled. Including the magnetic stress in the momentum equation (Eq.
2.9) introduces the magnetic field as a new unknown, and we have to add three new equa-
tions to complete the system (assuming an equation of state can be used for the pressure).
To do this, we rewrite Faraday’s induction law (Eq. 2.3), using Equation 2.13:

∂B

∂t
= ∇× (v ×B)−∇× E′ (2.15)

With E′ = 0, it can be shown (see e.g. Parker (2007), p. 93) that Equation 2.15 implies
that the magnetic field moves bodily with the plasma. The bulk motion of the plasma
does not cross magnetic field lines, and we say that the magnetic field is frozen-in. This is
an important conceptual notion, and it is a good approximation almost everywhere in the
universe. In the magnetosphere, we assume the magnetic field to be frozen-in everywhere
except at shock fronts (e.g. sunward of the magnetopause), in magnetic reconnection (we
will describe reconnection later), and in the acceleration region of auroral particles. In
these regions, E ′ 6= 0, and ∇ × E′ can become comparable to ∇ × (v × B). This means
that, while electric fields play no direct part in the forces acting on a plasma fluid in
space, they can affect how the magnetic field evolves, and thus indirectly affect the plasma
dynamics. We will discuss some of the regions in which this happens in Section 2.6.

With E = −v ×B, the Poynting vector can be written

S =
1

µ0

(−v ×B)×B =
1

µ0

(
vB2 −B(v ·B)

)
=
B2

µ0

v⊥ (2.16)

which implies that, in the frame of reference of the plasma, the Poynting vector vanishes.
This means that there is no transport of electromagnetic energy relative to the plasma.
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The rate of change of S in a given volume therefore depends on v. Since the Poynting
vector term in Equation 2.11 is scaled by a factor of ε0µ0 = c−2, this term is small compared
to the Maxwell stress tensor as long as v2/c2 � 1.

2.4 Ideal MHD

The result of the above discussion is that the electromagnetic force entering in Eq. 2.9 is
dominated by the divergence of the magnetic stress, and we get the following equation for
conservation of momentum:

nm

(
∂vi
∂t

+ vj
∂vi
∂xj

)
= −∂pij

∂xj
+

1

µ0

∂

∂xj

(
BiBj −

1

2
δijB

2

)
(2.17)

With the assumption that E′ = 0, Equation 2.15 reduces to (in component form)

∂Bi

∂t
=

∂

∂xj
(Bjvi −Bivj) (2.18)

Along with Equation 2.8 and an equation of state to handle the pressure, these equations
constitute a full set, describing the large-scale dynamics of space plasmas. This description,
which follows from E = −v × B, is called ideal magnetohydrodynamics (MHD). When
E′ 6= 0, the main modification of these equations appears in Faraday’s law, describing the
evolution of the magnetic field.

2.4.1 Force balance between thermal and magnetic pressure −
plasma β

We now look at an important special case of Equation 2.17, which leads to the definition
of a useful plasma parameter, β. Assume that the left hand side of Equation 2.17 is zero
(”hydrostatic” equilibrium), that we can neglect the off-diagonal terms in the particle and
magnetic stress tensors, and that the diagonal terms are all equal, pii = p, and Tii = B2/2µ0

(isotropic thermal and magnetic pressure). Then Equation 2.17 reduces to

∇
(
p+

B2

2µ0

)
= 0 (2.19)

which means that under these conditions, the total pressure is uniform. The relative
importance of thermal and magnetic pressure defines the plasma β:

β =
p2µ0

B2
(2.20)

The solar wind is an example of a high β plasma, which is why the magnetic field is being
pulled almost radially outward, instead of holding the plasma back. The magnetospheric
lobes are examples of low β plasma, in which the magnetic field is in charge of the dynamics.
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2.5 Contrasting paradigms

Currents and electric fields do not appear in Equations 2.8, 2.17 and 2.18. Having solved
the above set of equations, the electric field and current density can be calculated from
Ampere’s law (2.5), and from Equation 2.13, respectively. It can be shown that E and
j automatically will satisfy Maxwell’s equations when the above procedure is followed
(Parker , 1996).

For our purpose, the importance of the above discussion is that it sets the premises
for how to qualitatively describe the large-scale dynamics of the system. Magnetic stress
and plasma pressure should always be the primary suspects when large variations in the
magnetosphere are observed. Currents and electric fields are derived quantities. In this
paradigm, drawing electrical circuits in order to explain variations in the magnetic field by
means of currents, would be to go at the problem in the wrong causal direction.

Despite the apparent simplicity of this approach, and the transparent relations to first
principles of physics, it remains controversial. A common view, at least until very recently,
is that the electric field drives convection. This view arises, in part, from Equation 2.13,
which relates v and E. While this equation holds in ideal MHD, it does not say what is
cause and what is effect. Vasyliunas (2001) showed more formally than what has been
presented above, that v is the cause of E, and that an initial E is unable to maintain any
significant flow of plasma. Later, he showed that in space plasma, B generally causes j,
and not vice versa (Vasyliunas , 2005a,b). This view, which is called the B, v paradigm (in
contrast to the E, j paradigm), has also been elaborated in papers (Parker , 1996, 1997,
2000) and more recently in a book by Eugene Parker (2007).

The success of the E, j paradigm in describing the average behavior of the magneto-
sphere can be attributed to the fact that the average behavior is approximately a steady
state. v does not change, and the forces balance. Then, electric fields and currents can
be described using circuit theory, and the observed steady velocity will follow. However, if
the system changes, so does the current paths, and this approach becomes very difficult.
Arguably, the above described approach, in which plasma reacts to forces according to
Newton’s law, is more intuitive in this case.

The importance of the distinction between E, j and B, v can also be said to be more
fundamental than choosing the parameters which are most practicable. If E can not cause
v in a space plasma, it becomes absurd to explain convection using electric fields, since
it should be the other way around. This should also be considered when qualitatively
discussing the cause for observations in near-Earth space.

2.5.1 Excitation of ionospheric convection

One example which illustrates the contrast between treating E and j as primary variables,
and using B and v, is the excitation of ionospheric convection and currents (Song et al.,
2009). The high latitude ionospheric convection is often described as (or modeled as)
an effect of an electric field, which maps down to the ionosphere along magnetic field
lines, from the magnetosphere. Horizontal currents can then be calculated, using Ohm’s

18



law, j = Σ · E, where Σ is the conductance tensor. Another approach is to start with
field aligned currents, which map down from the magnetosphere, and use Ohm’s law to
calculate the electric field (and hence convection).

This view has been very successful in explaining and describing various observed phe-
nomena. For instance, Ohm’s law gives an intuitive explanation for why regions with
high conductance, typically where auroral particles precipitate and in the sunlit part of
the ionosphere, are associated with suppressed convection. The high conductance in these
regions cancels some of the electric field, and thus reduces the convection. It also explains
why these regions are associated with stronger horizontal currents.

However, according to Vasyliunas (2005b,a), this approach presupposes stable equilib-
rium. An alternative approach was adopted by Song et al. (2009), who used the equations
of motion, and an imposed flow at the top boundary of the ionosphere as the driver of
ionospheric convection. The imposed flow creates a force acting on the charged particles,
which also experience a resisting force (friction), due to collisions with the neutral con-
stituents in the ionosphere (only ∼ 1% of the particles in the ionosphere are charged). The
collision frequency is higher for ions than it is for electrons. Therefore, the friction term
is also different, and a single fluid description is no longer appropriate. A coupled system
of ≥ 3 equations of motion must be considered, one for each particle species: neutrals,
electrons, and each type of ion which is present.

The energy dissipation associated with ionospheric flow is usually expressed as Joule
heating, E · j, in the E, j paradigm. According to Vasyliunas and Song (2005), the energy
dissipation is not really Joule heating, but frictional heating, arising from the collisions
between the charged particles and the neutrals. According to these authors, it is ”largely
a coincidence” that the energy dissipation takes the form of j · E (with E in the frame of
reference of the neutrals).

We return to a more detailed description of ionospheric convection patterns in Section
5.2.4, and in Section 5.3.2 we discuss how the ionosphere may act back on the magneto-
spheric driving, and even change the geometry of the magnetosphere.

2.6 Breakdown of ideal MHD

The electric field is not always zero in the frame of reference of the plasma. Localized
regions exist where the electric field becomes important, and the frozen-in approximation
breaks down. In this section, we look at when this happens. We focus in particular on one
important example: Magnetic reconnection. Another example is the auroral acceleration
regions, which is discussed in more detail in Chapter 4.

The degree to which ideal MHD holds can be quantified using the generalized Ohm’s
law (see Baumjohann and Treumann (1997) for a derivation of this equation):

E + v ×B = ηj +
1

ne
(j×B−∇ · Pe) +

me

ne2
∂j

∂t
(2.21)

This equation is essentially the momentum equation of the electrons in the frame of
reference of the single-fluid plasma. We recognize that it has the same form as Eq. 2.13,
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with E′ replaced by the terms on the right hand side. This expression can therefore be used
to quantify the electric field, E′, in the rest frame of the plasma. In ideal MHD, E′ = 0,
and all the terms on the right hand side vanish.

The first term is a resistive term, which can be neglected in most of the magnetosphere
(e.g. Paschmann et al. (2003), p. 50), but it can become important in the ionosphere.
The next term is called the Hall term. It can be neglected when the characteristic scale
size, Λ� c/ωpi, where c/ωpi is the ion inertial length. With n ∼ 0.5 cm−3, the ion inertial
length is ∼ 300 km. Scale lengths of this size can be found in reconnection regions, and
in the auroral magnetosphere (Paschmann et al. (2003), p. 50). In these regions, ions are
demagnetized, but electrons are still frozen to the magnetic field. The last terms are the
electron pressure tensor, and the electron inertial term. These are the most relevant terms
contributing to parallel electric fields (Paschmann et al. (2003) p. 52).

We emphasize that the regions in which the terms on the right hand side of Equation
2.21 become significant occupy a very small fraction of the volume of the magnetosphere.
In between these regions, where the fields vary smoothly, the MHD description applies,
just as hydrodynamics applies to the regions between shock fronts (Parker , 1997). This
means that MHD can not be used to address e.g., the acceleration of the charges in these
regions, but it can predict the locations at which the acceleration occurs.

2.6.1 Reconnection

The concept of magnetic reconnection is illustrated in Figure 2.1 (insertion). The oppo-
sitely oriented magnetic field lines moving inwards (thick arrows) form a sharp gradient in
the magnetic field, where the frozen-in approximation breaks down. These field lines then
merge at certain points, forming what is known as the X-line, because of the X-shaped
boundary between incident magnetic flux and plasma and the highly curved field lines
which are ejected from the reconnection region (thin arrows). The interior white area de-
notes a region in which ions are de-magnetized (ion diffusion region), due to the Hall term
in Eq. 2.21. In this region, electrons are still frozen to the magnetic field, and will be
carried away from the X-line, producing a net transport of negative charge.

The figure also shows two regions in which reconnection can change the topology of
the magnetosphere. On the dayside, the interplanetary magnetic field (dashed lines) can
merge with the closed field lines of the Earth (solid) to form open field lines (dotted).
The momentum of the solar wind then transports the open field lines anti-sunward, and
stretch them into a tail, which can extend out to several hundred RE (Earth radius) on
the nightside of the Earth. When open field lines with footpoints in opposite hemispheres
meet in the tail, they may reconnect, and form new closed field lines. The X-line in the tail
can form both at very high altitudes, & 100RE (distant X-line), and closer to the Earth, at
∼ 20RE, in what is called the near Earth neutral line (NENL). In the NENL, reconnection
can occur between open field lines, or closed field lines which are stretched. Section 3.1
describes in more detail the consequences of dayside and nightside reconnection for the
flow of mass and energy throughout the magnetosphere.

The magnetic field and plasma which is ejected from the X-line has a high velocity
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Figure 2.1: Magnetic reconnection shown at two regions in the magnetosphere. On the
dayside (to the left in the figure), the interplanetary magnetic field (dashed) merges with
closed field lines (solid) of the Earth, producing open field lines (dotted). The open field
lines are transported anti-sunward, to the magnetotail. The opposite orientations of the
open field lines in the tail enables open field lines to reconnect, forming new closed field
lines. The reconnection geometry shown in the insertion illustrates slow (thick arrows)
convection of plasma and magnetic field into the X-line (note the asymmetric inflow to the
dayside X-line), in which the magnetic field is zero, and fast jets (long arrows) out from
the X-line. The interior white region shows where the ions are de-magnetized, due to the
sharp gradients in the magnetic field.

(∼ 0.9vA, where vA is the Alfven speed, B/
√
µ0nm). In-situ measurements of localized

regions of high speed plasma are therefore often interpreted as a crossing of these recon-
nection jets. Another signature of magnetic reconnection observed by spacecraft in the
magnetosphere is magnetic perturbations associated with the currents which are implied
by the ejection of electrons from the ion diffusion region (e.g., Snekvik et al. (2008)).

2.7 Summary

For the present purpose, the key points in the above discussion is that the solar wind-
magnetosphere-ionosphere system can be treated largely as a fluid of plasma and magnetic
field, which is subject to mechanical forces: Plasma pressure gradients and magnetic stress.
B and v can be seen as the primary variables, while E and j can be derived once B and v
are known. Of course, if j and E are known from measurements (which to some extent can
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be true with auroral images), they can be used to make inferences on v and B, but the
physical process leading to these measurements should be described in terms of convection
and magnetic field.

The localized regions in which fluid description, and ideal MHD in particular, is not
applicable, are of great importance to acceleration of particles and exchange of magnetic
flux with the interplanetary magnetic field. These processes facilitate changes in magnetic
field geometry, and changes in plasma populations, which then indirectly affects global
dynamics.
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Chapter 3

Energy and mass flow in the
geospace system

In this section we describe the basic constituents of geospace, and look at some important
processes governing the flow of mass and energy throughout the system.

Figure 3.1 shows a map of the magnetosphere. Being in a state of perpetual change,
this map is at best an average picture. However, the various regions are relatively well-
defined, and we will here give a description of the principal processes by which the various
regions interact. We also try to keep track of what are the driving processes, and what
processes are modulating the driver (feedback). To do this, we take the approach argued
in the previous section, that the principal parameters in space plasmas are B and v.

3.1 The Dungey cycle

When the IMF has a component which is anti-parallel to the geomagnetic field, reconnec-
tion can occur between the closed magnetic field lines on the dayside magnetopause, and
the IMF. This creates new open field lines which, due to the momentum of the high β solar
wind, will be pulled anti-sunward. Since the open magnetic field lines are connected to the
Earth, they will be deformed by the anti-sunward motion on higher altitudes, thus forming
the magnetotail. In this process, some of the kinetic energy of the solar wind is being
converted to magnetic energy, i.e. there is Poynting flux through the magnetopause. The
resulting magnetic energy is stored in the lobes, which are regions of highly rarefied plasma
(n ∼ 10−2 cm−3) (Baumjohann and Treumann (1997), p. 7), and low β. The lobes are
comprised by open magnetic field lines. Being oppositely oriented in the two hemispheres,
the implied shear between the two lobes necessitates a cross-tail current, directed from
dawn to dusk.

When the lobes are pushed together, reconnection may form new closed magnetic field
lines. In this process, magnetic field is annihilated, and magnetic energy is transferred
to the plasma, thus producing the high β plasma of the region called the plasma sheet.
The newly closed field lines of the plasma sheet are stretched, and the plasma is therefore
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Figure 3.1: Figure showing currents and regions with different plasma populations in the
magnetosphere. The ionosphere, which consists of a partially ionized, relatively cold and
collisional plasma is shown as a thin layer surrounding the Earth. The plasmasphere (blue
region) consists of co-rotating cold plasma which resides on closed field lines mapping to low
latitudes. The ring current, whose bulk of energy is carried by energetic (∼ 10− 200 keV)
protons, circles the Earth outside (and sometimes interact with) the plasmasphere. The
plasma sheet is a high-β plasma which maps approximately to the auroral zone. In the
tail, it is separated from the low-β plasma of the lobes by the plasma sheet boundary layer
(PSBL). The demarcation between the solar dominated plasma and the region which is
dominated by magnetic field lines connected to the Earth, is called the magnetopause. The
low latitude boundary layer (LLBL) and the plasma mantle can be seen as the spatial
extension of this boundary. Outside the magnetopause is the solar wind. A somewhat
simpler version of this figure appears in Kivelson and Russell (1995), p. 22; the present
version is of unknown origin.
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subject to magnetic stress (curvature forces), which pushes the plasma towards the Earth.
Observations show that the earthward plasma flow takes the form of localized jets, called
bursty bulk flows, rather than a large scale, slow convection (Angelopoulos et al., 1994).
As the plasma approaches the Earth, it encounters an increased total pressure, which will
divert the flow towards the flanks of the magnetosphere. When reaching the dayside, the
magnetic flux can once again merge with the IMF, and the above described process can be
repeated.

This cycle is called the Dungey-cycle, after the scientist who first suggested its basic
principles (Dungey , 1961). It is believed to encompass the principal processes responsible
for convection of plasma and magnetic flux through the high latitude magnetosphere. The
force responsible for the excitation of the convection is magnetic stress and plasma pressure.
Reconnection acts simply as a gate opener, changing the topology of the system to allow the
magnetic field to relax. The geometry of the reconnection is however of great importance
for the geometry of the convection, and hence also for the geometry of the magnetosphere.
This will be discussed further in Chapter 5. Several other processes also modulate the
cycle, and we will discuss some of them shortly.

Opening of flux on the dayside and closing of flux on the nightside change the total open
magnetic flux of the magnetosphere. The ionospheric footpoint of the open flux (the lobes)
is called the polar cap. While reconnection only indirectly excites convection, it directly
affects the location of the open/closed field line boundary (or polar cap boundary), and
the size of the polar cap. Expansion (contraction) of the polar cap therefore signifies
flux opening (closure) in excess of closure (opening). Flux closure and opening are quasi-
independent processes, since they occur ∼ 30RE (near Earth neutral line) to > 100RE

(distant neutral line) apart. The idea of a quasi-independent expanding/contracting polar
cap was suggested by Siscoe and Huang (1985), and expanded upon by e.g., Lockwood
et al. (1990); Cowley and Lockwood (1992). This is discussed further in Paper III, where
we use auroral images to identify the polar cap boundary. This method is also discussed
in Section 4.1.1.

3.2 Different reconnection geometries

The Dungey cycle described above is observed when the IMF has a southward component.
When it points northward, the IMF can merge with lobe magnetic field lines. The re-
sulting convection is sunward in the ionospheric polar cap (Crooker , 1992). One can also
imagine several other geometries in which different kinds of reconnection (and subsequent
convection) are important (Watanabe et al., 2007b). However, our main focus is on the
Dungey type reconnection, and associated convection, since this cycle is generally believed
to dominate the energy transfer from the solar wind to the magnetosphere, and the magne-
tospheric dynamics during the most active times. It is also worth noticing that, except for
the relatively rare case of dual lobe reconnection (small IMF |By|/Bz and Bz > 0) (Imber
et al., 2006), the Dungey-type reconnection is the only one capable of changing the open
flux content in the magnetosphere.
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3.3 Circulation in the inner magnetosphere

Not directly included in the above description of the Dungey cycle is the circulation in
the inner magnetosphere. The plasmasphere is known to co-rotate, albeit not perfectly
(Burch et al., 2004), and co-rotation is also a characteristic motion of cold plasma at ring
current altitudes. The driving force of the co-rotation comes from below: At low latitudes
(to which the forces associated with the Dungey cycle do not usually penetrate) the upper
atmosphere rotates with the Earth. Via frictional forces, the ionospheric plasma is brought
into the same motion. Since this plasma is frozen to the magnetospheric plasma higher
up on the same flux tubes, magnetic stress acts on the magnetospheric plasma until its
motion matches the co-rotation.

During periods of particularly strong driving from the solar wind, hot plasma can be
injected to the ring current from the plasma sheet, where it can reside for days. These
periods are called geomagnetic storms. The energetic particles which carry the ring current
undergo gradient and curvature drifts, crossing magnetic field lines. The bulk motion of the
single-fluid plasma in the ring current region, on the other hand, does not cross magnetic
field lines, since the frozen-in condition still holds there.

In this view, there is a region of the magnetosphere, approximately at ring current
altitudes, where the domination of solar wind driving (Dungey cycle) and the more sluggish
ionospheric driving (co-rotation) overlap.

3.4 A component view of geospace

In Figure 3.2 we have divided geospace into eight component regions. The arrows indicate
how mass and/or energy flows between the various regions, and their labels indicate the
process by which this happens. The driving processes in the Dungey cycle and thermo-
spheric winds are both present in the chart. However, from the large number of other
interactions, it is clear that other driving processes exist, and that the drivers can be heav-
ily modified by numerous feedbacks. Another process which is thought to be important
when the IMF is northward, and can not effectively reconnect with closed field lines on the
dayside of the Earth, is viscous interaction (Axford and Hines , 1961). Viscous interaction
arises from the shear between the solar wind and the magnetosphere, which can trigger
instabilities (e.g., Kelvin-Helmholtz), and drive plasma on high latitude closed field lines
anti-sunward.

Feedback mechanisms which affect the flow imposed by the driving Dungey cycle pro-
cesses include i) ionospheric drag, ii) precipitation of particles increasing the ionospheric
conductivity, iii) formation of plasmaspheric plumes which in turn affects wave particle
interactions, which can increase the precipitation to the ionosphere, and iv) outflow of
ionospheric ions (O+) which can modulate the reconnection efficiency (Shay and Swisdak ,
2004). These few examples are also interrelated, adding to the complexity. It is clear that
the system is highly non-linear, and that a basic qualitative understanding of the global
system can not include all eventualities. A common approach is that each observed phe-
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nomenon is interpreted in terms of maybe one of the processes in Figure 3.2, believed to
be of particular importance.

3.5 The role of substorms

Being an important element in Papers II, III and IV, the role of substorms should also
be discussed in the context of global geospace dynamics. Defining and explaining the
formation of substorms have been controversial topics the last few decades. We will not
attempt a survey of the controversy here, but rather focus on some descriptive aspects of
substorms.

In global auroral images, substorms can be identified as a local brightening, followed by
an expansion in latitude and longitude, lasting for a few 10s of minutes1 (Akasofu, 1964;
Frey et al., 2004; Gjerloev et al., 2008). One example, from 23 June 2000, is shown in
Figure 3.3. In this event, the aurora was very faint prior to the onset. Then, at 13:05 UT,
a local brightening is observed, and in the subsequent images a longitudinal and latitudinal
expansion.

The intensification seen in Figure 3.3 was associated with a contraction of the oval (or
equivalently, poleward expansion of the aurora). The contraction signifies a decrease in
the open flux in the magnetosphere (see Section 4.1.1). Substorms can thus be seen as
a process by which the magnetosphere releases energy, and rids itself with excess open
flux through enhanced tail reconnection (Milan et al., 2007). Substorms are relatively
frequent, occurring at a cadence of ∼ 3 hours during persistent strong solar wind driving
(for reasons unknown). The probability of a substorm onset occurring has been shown to
increase with the level of open flux (Boakes et al., 2009), and the magnetic flux closure is
more significant when the initial level of open flux is higher (Milan et al., 2009a). It should
be noted that flux closure is also believed to occur outside of substorm expansion phases,
then most importantly by reconnection at the distant neutral line.

The expansion of the aurora from a localized region to a large fraction of the auroral
zone reflects processes in the magnetotail. The onset maps approximately to the transition
between dipolar field lines and the stretched field lines of the tail. In the subsequent
minutes the tail becomes increasingly dipolar, the dipolarization spreading from the onset
region to become a global phenomenon. The dipolarization region has been suggested to
map to the region of most intense aurora, called the bulge (Liou et al., 2002).

From the description of the Dungey cycle given above, in which reconnection acts as
a gate opener for convection, substorm expansion phases are also expected be associated
with an increase in convection. This is discussed in Chapter 5.2.4.

1The term substorm stems from another substorm signature: A negative perturbation in the horizontal
magnetic field seen at ground magnetometers in the auroral zone in the northern hemisphere. These
perturbations were long (erroneously) believed to be subgroups of the more long-lasting and global magnetic
perturbations which signify geomagnetic storms. Another substorm signature is observations of dispersion-
less abrupt increase of energetic particles at geosynchronous orbit. However, we will stick to the definition
from auroral images.
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Chapter 4

The aurora

In this chapter, we look at how auroral imaging can be used as a tracer of magnetospheric
dynamics, and in particular how it can be used to estimate the open flux content of the
magnetosphere. Then we describe different types of aurora.

It is important to keep in mind that the aurora is not merely an illumination of mag-
netospheric processes, but also a signature of processes taking place, which modulate the
global magnetospheric dynamics. Some examples: 1) Particles producing the aurora also
increase the ionospheric conductivity, changing the interaction between the ionosphere and
the magnetosphere, and therefore changing the convection in both the magnetosphere and
the ionosphere (Chapter 5.3.2). 2) Associated with auroral precipitation is often an up-
flow of ionospheric ions, which increases the mass content in the magnetosphere, thereby
changing the global dynamics. For example, outflow of O+ ions is believed to affect magne-
tospheric dynamics in the main phase of geomagnetic storms. 3) The aurora often signifies
the existence of parallel electric fields, which are important for particle acceleration. Par-
allel electric fields also imply that the frozen-in condition no longer holds.

4.1 Mapping to the magnetosphere

For auroral imaging to be used at its full potential, we must know how the precipitat-
ing particles relate to source regions and processes in the magnetosphere. Many studies
have used auroral features as signs of localized magnetospheric activity. Examples include
north-south aligned arcs (streamers) which are interpreted as an ionospheric signature of
bursty bulk flows (Sergeev et al., 1999), the cusp spot as a tracer for high-latitude magne-
topause reconnection (Frey et al., 2003b), and sudden brightenings signifying the onset of
magnetospheric substorms. Several examples of various auroral forms (outside the main
oval), and their proposed mapping to magnetospheric processes are found in Frey (2007).
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4.1.1 Open and closed magnetic field lines

Identifying the magnetospheric regions from which auroral particles precipitate can be
done by studying their energy spectra (e.g., Newell et al. (2004)). When using UV images,
however, this becomes more difficult, since the spectra are generally not known.

However, one region which can often be recognized in UV images of the aurora is the
polar cap. This region, which is defined as the ionospheric footpoint of the open magnetic
field lines, is largely void of energetic particle precipitation. The low energy precipitation
(∼ eV) which can be found there, called polar rain, causes too faint emissions to be observed
from global imagers. Just equatorward of this boundary, the precipitation is harder and
more intense, causing detectable emissions, which can be used to identify the boundary.

It is however important to be aware that the method for identifying the open/closed
boundary also has its problems. First of all, some visible precipitation occurs on open
field lines, most notably in the cusp. The cusp is comprised by newly opened field lines,
and it borders to precipitation on closed field lines, so that the two regions often are
indistinguishable in global UV images. With in-situ particle observations, the cusp can
be identified by its lower energies, compared to particles on closed field lines (e.g., Newell
et al. (2004)).

The perhaps most problematic aspect of using global images to determine the OCB is
that the aurora is often faint (e.g., the image prior to substorm onset in Figure 3.3). This
might either make it impossible to assess a boundary, or it may produce a wrong boundary.
The latter may happen if the precipitation from the center plasma sheet (close to Earth)
is intense, while the precipitation from the distant plasma sheet is weak. One example
is substorm onset, which maps to a region quite close to Earth, and may be embedded
in an otherwise sub-visual auroral oval. Low-altitude in situ particle measurements are
much more sensitive than global imagers, and therefore less susceptible to this problem.
Comparisons between the open/closed boundaries inferred from these measurements (par-
ticle precipitation measured by DMSP in this case), with the boundaries from global UV
images, have given credence to the imaging method; Carbary et al. (2003) and Boakes et al.
(2008) found good agreement between the boundaries determined from imaging and in-situ
particle observations, but they also identified a systematic bias: On the dawn side, the UV
determined boundary was on lower latitudes than the boundaries determined by DMSP,
and on the dusk side, the UV boundary was slightly poleward of the DMSP boundaries.
This offset could be due to the fact that the field-aligned currents close to the OCB (Region
1) go up at dusk, and down at dawn, and therefore are associated with electron precipita-
tion at dusk and proton precipitation (or at least not high energy electron precipitation)
at dawn. This makes the boundary more prominent at dusk, compared to dawn.

4.2 Different types of aurora

In this section we look at different types of aurora. The description given here is focused on
the characteristics of the precipitation, without answering why the mechanisms appeared
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Figure 4.1: Example of a DMSP pass, with in-situ measurements of precipitating electrons
and ions. The colors show differential flux in 19 different energy bins, spaced logarith-
mically. Two kinds of discrete aurora are seen: Alfven wave accelerated, broadband pre-
cipitation and monoenergetic precipitation, accelerated by a potential drop parallel to the
magnetic field (”inverted V”). Two spectra are shown to illustrate the two types of aurora.
Plots from APL website, example from Newell et al. (2009).

in the first place: We know that the electrons in an auroral arc can be accelerated by
parallel electric fields, but the origin of the parallel electric field is still an active field of
research, which we will not go in to here.

4.2.1 Monoenergetic aurora

Low-altitude satellites passing through auroral arcs often observe a monoenergetic spec-
trum, meaning that a small range of energies dominate completely over other energies.
This characteristic is consistent with the electrons having been accelerated by a potential
drop somewhere along the field line (Evans , 1973). The acceleration region is believed
to be at 1000 km up to a few RE. In some cases, the potential drop tends to gradually
decrease away from its maximum, making the spectrogram from a satellite pass display a
shape looking like an inverted V (Λ). An example of an inverted V, and a monoenergetic
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spectrum is shown in Figure 4.1.
While the dynamics of parallel electric fields is a topic of extensive research, their

existence can be shown to be reasonable by a quite simple argument (e.g. Parker (1996)).
If the flow of plasma creates a curl in the magnetic field, Ampere’s law (Eq. 2.5) implies
a current and/or a change in electric field. The charges which are to carry the current
are subject to Newton’s inertia law, and one can presume that this might prevent µ0j to
immediately match ∇×B. This implies an increase in electric field, in a direction such that
the charges are accelerated to increase the current. This explanation is also supported by
the observation that parallel electric fields are stronger when the ionospheric conductivity
is low (Newell et al., 1996; Liou et al., 2001), which means that the number of available
charges is less. Therefore, the charges must be accelerated more to carry the imposed
current (see also Section 5.3.4).

4.2.2 Broadband aurora

Another energy spectrum which is often observed in auroral arcs is characterized by a
high flux in a broad range of energies. Figure 4.1 also has an example of ”broadband”
precipitation. Chaston et al. (2003) showed that precipitation with this kind of spectrum is
associated with electromagnetic Poynting flux, carried by Alfven waves1 downward towards
the ionosphere. Their study showed that broadband precipitation is likely energized by
these waves at altitudes between 1 and 2 RE. Alfven wave aurora often appears in the
dayside cusp, and on the nightside, close to the polar cap. These locations indicate a
connection between reconnection and the excitation of dispersive Alfven waves.

Newell et al. (2009) showed that the total energy carried by broadband precipitation
is very sensitive to solar wind driving, increasing more than other types of aurora. They
found that broadband aurora is responsible for a large fraction (28%) of the particle number
flux to the ionosphere during active times. Solar wind driving was quantified using a solar
wind coupling function: v4/3B

2/3
T sin8/3(θ/2), where v is the solar wind velocity [km/s], BT

is the IMF magnitude [nT] in the plane perpendicular to the Sun-Earth line, and θ is the
IMF clock angle.

4.2.3 Diffuse aurora

Diffuse precipitation is always present, and consists of particles which have not been ac-
celerated in localized regions. It is generated when trapped magnetospheric particles are
scattered into the loss cone, or new particles are injected from the tail. Diffuse electrons are
scattered primarily by waves, especially by broadband electrostatic waves (Newell et al.,
2009). Protons can also be scattered by the stochastic motion that occurs when their gyro-
radius is comparable to changes in magnetic field. This is typically seen at magnetotail
field lines whose apex are highly curved (Sergeev et al., 1983). The latitude separating the

1Alfven waves are magnetohydrodynamic waves. They can be pictured as string like oscillations of
magnetic field lines.
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protons on curved field lines, which precipitate, and protons on dipolar field lines, whose
loss cone is empty, is called the isotropic boundary. According to Mende et al. (2003b)
the equatorward auroral boundary seen by the proton aurora imager on IMAGE, SI-12,
possibly coincides with the isotropic boundary.

Newell et al. (2009) showed that the largest fraction of the total precipitating energy
(61%) is carried by diffuse electron precipitation, and that the amount of energy which
precipitates increases with solar wind driving.

4.2.4 Proton aurora

Electrons carry most of the energy in the night side precipitation, but the proton aurora
has been shown to dominate at certain instances (Frey et al., 2001; Galand and Lum-
merzheim, 2004). Even if protons are accelerated in localized regions, the proton aurora
will be diffuse. This is because of their large gyro-radius, and because the precipitating
protons charge exchange with the neutral atmosphere and become neutral hydrogen atoms,
which can move large distances before they become ionized again (and this process can be
repeated thousands of times), thus spreading the deposited energy over a large area in the
ionosphere. Precipitating protons also produce secondary electrons, which then can excite
other emissions. The aurora seen by global UV imagers can therefore not be attributed to
electron precipitation alone. In Paper I, we use the IMAGE SI-12 camera, which so far is
the only camera that have provided global images of the aurora produced only by protons.
We will describe the principle behind this instrument in Chapter 6.1.4, and how it can be
used to estimate and subtract the proton contribution to the other cameras in the FUV
package.

One of the principal advantages of the SI-12 camera was summed up by Mende et al.
(2003a): ”[...] protons, especially on the nightside, tend to be fairly energetic, with mean
energies above 10 keV, and they are only minimally modulated by the field-aligned electric
fields which have a fundamental influence on the electron aurora. Therefore, auroral pro-
tons are expected to be much better tracers of magnetospheric plasma populations than
electrons.” Some of the existing studies utilizing the SI-12 camera have focused on the
statistical morphology of the precipitation (Coumans et al., 2006), the hemispheric power
associated with proton precipitation (Hubert et al., 2002), the statistical behavior of proton
aurora during substorms (Mende et al., 2003a,b), and estimates of the oval radius/open
flux, due to the low contamination of dayglow in the camera (Hubert et al., 2006; Milan
et al., 2009b).

In Paper I, we found that the proton aurora increases when the solar wind dynamic
pressure is high. We also presented data from two storm main phases, which showed
fundamentally different intensities, possibly because of the large difference in the solar
wind dynamic pressure between the two events. An interesting follow-up study would be
to look at a larger data set of SI-12 images in relation to solar wind dynamic pressure, and
ring current dynamics, manifested by a drop in the SYM-H index (Section 6.4).
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Chapter 5

Hemispheric differences

Papers II, III and IV are all concerned with differences between hemispheres inferred
from auroral imaging. In Paper II we observe an unusual event in which the intensity of
the aurora was very different in the two hemispheres. This was interpreted as an effect
of magnetic field aligned currents flowing between the hemispheres. In Paper III, we
studied the same event, but with a different approach, looking at spatial asymmetries in
the polar cap boundary. These observations led to conjectures about the magnetosphere-
ionosphere coupling, which would have implications for all events with rapid flux closure.
The statistical study of images in one hemisphere, presented in Paper IV supports some
aspects of these findings, but many questions remain.

In this chapter we look at what we mean by asymmetric magnetic field line footpoints.
Then we survey previous studies, particularly on magnetic field asymmetries, but we also
touch upon studies of convection. We then try to synthesize some mechanisms which are
thought to be responsible for the inter-hemispheric asymmetries.

5.1 The meaning of asymmetric field line footpoints

In the context of the Earth’s magnetosphere, the footpoints of a magnetic field line are
asymmetrical if the two points are not part of the same International Geomagnetic Ref-
erence Field (IGRF) line. The IGRF is a model of the magnetic field which is generated
in the Earth’s interior, and it represents what the Earth’s magnetosphere would look like
in the absence of external influence, primarily from the solar wind and IMF. Not all types
of external forcing produce asymmetric field line footpoints. An obvious example is the
magnetotail, which is always present, but generally does not affect the symmetry of field
line footpoints. A measured inter-hemispheric asymmetry signifies a perturbation of the
IGRF which is not balanced in the opposite hemisphere.

To quantify asymmetries, it is clear that we need a coordinate system which is based
on the IGRF. Such coordinate systems are Apex coordinates (VanZandt et al., 1972; Rich-
mond , 1995) and the Altitude Adjusted Corrected Geomagnetic (AACGM) coordinates
(Baker and Wing , 1989).
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5.1.1 The Apex coordinate system

In the papers in this thesis, we primarily use the Apex coordinate system. Consider a point
at some given altitude above the surface of the Earth, given in geographic coordinates. To
find the Apex coordinates of this point, we start tracing along the IGRF magnetic field
line, until we reach the point that lies at the highest altitude above the earth (the slightly
spheroidal shape of the Earth is taken into account). This point is the apex of the field
line. Its radius (in RE), A, is

A = 1 +
hA
Req

, (5.1)

where hA is the apex altitude, and Req is the equatorial radius of the Earth. The apex
latitude is then defined by

λA = ±cos−1A− 1
2 . (5.2)

This equation is the relation between the equatorial distance to a dipole magnetic field line
(in this case the distance is A), and the latitude of its intersection with a unit sphere. The
plus (minus) sign corresponds to the northern (southern) hemisphere. The geomagnetic
dipole longitude1 of the apex defines the apex longitude, φA. This definition ensures that
points which trace out to the same apex, and thus belong to the same field lines, get
symmetrical coordinates in the two hemispheres. This definition depends on altitude:
Points which are on the same geographic longitude and latitude, but at different altitudes
will get different magnetic coordinates. For the auroral images in this study, an altitude
of 130 km was used.

The other much used coordinate system, AACGM, is defined in a similar way: Instead of
tracing to the field line apex, the tracing stops at the geomagnetic dipole equatorial plane.
Both coordinate systems are shown on geographic coordinates in Figure 5.1, AACGM in
black and Apex in red. The deviation between the two systems is less than the uncertainty
in pixel localization in global auroral imagers.

5.1.2 Effects of the non-uniform magnetic coordinate system

Several interesting phenomena can be understood by inspecting the mapping between
magnetic and geographic coordinates revealed by Figure 5.1. In the absence of asymmetries,
corresponding grid cells in the two hemispheres are ionospheric mappings of the same
magnetic field lines, or flux tubes. Since the sizes of conjugate grid cells may be different,
precipitating particles can be spread over a larger geographic area in one hemisphere,
leading to a difference in particles per unit area, and hence auroral intensity. However, this
effect is countered by the stronger magnetic field, and thus mirror force, in the hemisphere
with the smallest area. In the case of inter-hemispheric asymmetries in magnetic field

1The geomagnetic dipole longitude is measured eastward of the western hemisphere half of the meridian
connecting the centered dipole poles and the geocentric poles. A nice overview of magnetic coordinate
systems, but especially the AACGM, is found in the pdf presentation file by K. Baker at
http://superdarn.jhuapl.edu/tutorial/Baker AACGM.pdf
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Figure 5.1: The figure shows the apex (red) and AACGM (black) coordinate systems
mapped to geographic coordinates. Shown are circles of magnetic latitude at 40, 50, 60
and 80 degrees. The magnetic meridians are separated by 10 degrees magnetic longitude.
The difference in total area enclosed by the apex and AACGM coordinate boxes is ≈ 0.5%
of the total area.

line footpoints, the corresponding grid cells in the two hemispheres will shift, and the
effect of the non-uniform coordinate system can increase or decrease. Note that, due to
the magnitude of the magnetic field on low altitudes, a shift in the field line footpoint is
almost exclusively due to perturbations on high altitude.

The non-uniformity of the magnetic coordinate system, seen from a geographic coordi-
nate system, may become important when comparing measurements which are ordered by
the two different coordinate systems. Three examples are: 1) Studies which relate the solar
illumination in the ionosphere, which is ordered by geographic coordinates, to phenomena
which are ordered by magnetic coordinates, such as the onset location of substorms. 2)
Dynamics of high latitude ionospheric convection: The friction and the effective inertia
of the ionosphere should be higher in large grid cells (i.e., the size of the magnetic grid
in geographic coordinates), since they contain more mass, while the forces driving the
convection might be better ordered by a magnetic coordinate system. 3) Studies of the
transition regions between plasma which is controlled by the co-rotation of the ionosphere,
and plasma which is controlled by the interaction with the IMF.

One can also imagine, by looking at Figure 5.1, that the frequency of phenomena
that are ordered by magnetic coordinates, e.g. substorm onsets, are longitude dependent
when sorted by geographic coordinates. This is because these phenomena are spread out
in a larger geographic area in large grid cells, compared to the smaller grid cells on the
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same latitude, while each cell has the same number of events. A more curious effect of the
irregular magnetic coordinate system is that the resolution of auroral images, when plotted
in magnetic coordinates, depends on the low altitude magnetic field strength: Since the
pixels are evenly spread out in geographic coordinates (on average), the large grid cells
(weak magnetic field) will contain more pixels.

5.2 Previous observations of inter-hemispheric asym-

metries

Here we give a review of some of the previous works reporting observations of inter-
hemispheric asymmetries. A summary of some suggested causes for inter-hemispheric
asymmetries is given in Chapter 5.3.

5.2.1 Simultaneous auroral images

Table 5.1 contains a list of conjugate studies of the aurora, using imaging. In the following,
we summarize the findings of the works which are most relevant to the papers in this thesis.
We focus on studies using imagers, although conjugate studies of the auroral zone have
also been carried out using magnetometers (review by Wescott (1966)), riometers (e.g.,
Hargreaves (1969)), X-ray detectors carried by balloons (e.g., Anderson et al. (1962)),
scanning photometers (Sato et al., 1986), and in-situ particle detectors in one hemisphere
combined with imaging in the other (e.g., Vo et al. (1995)).

Ground all-sky cameras: The first optical study of the aurora in both hemispheres
simultaneously was conducted by DeWitt (1962). Using all-sky cameras in Alaska and in
the south Pacific, in geomagnetically conjugate regions, he confirmed what was expected at
the time, that the auroral shapes, motion, and variation in intensity was similar in the two
hemispheres. Further confirmation was provided that same year, by Anderson et al. (1962),
who detected very similar coincident X-ray fluxes from balloons flying at approximately
conjugate points.

The advantage of using all-sky imagers for conjugate studies is that they can have a
much better time resolution than the cameras which so far have been carried by satel-
lites. Their proximity to the auroral emissions also enables all-sky cameras to resolve
fine structures in the aurora. A pair of stations in Syowa in Antarctica and in Iceland
have been used for conjugate observations for three decades, utilizing both scanning pho-
tometers (Sato et al., 1986) and all-sky imagers. Ground based auroral studies require
darkness and clear skies, minimal interference from moon light, and of course, auroral
activity. Because of these requirements, conjugate ground based observations can only
be conducted during equinox, when both hemispheres are in darkness. Excellent condi-
tions were prevalent during an event presented by Sato et al. (1998), enabling a number
of detailed comparisons between the hemispheres. In the course of only a few minutes,
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Authors Northern hemisphere Southern hemisphere

(DeWitt , 1962) Ground ASC Ground ASC
(Bond , 1969)

(Sato et al., 1998, 2004, 2005)
(Fujii et al., 1987)

(Watanabe et al., 2007a)
(Minatoya et al., 1996)

(Belon et al., 1969) Airplane ASC Airplane ASC
(Stenbaek-Nielsen et al., 1972, 1973)

(Stenbaek-Nielsen and Otto, 1997)
(Burns et al., 1990) Ground ASC Viking

(Craven et al., 1991) DE-1 Viking
(Pulkkinen et al., 1995)

(Frey et al., 1999) Polar UVI Ground ASC
(Vorobjev et al., 2001)
(Fillingim et al., 2010) Ground ASC Polar UVI

Frank and Sigwarth (2003) Polar VIS Earth Polar VIS Earth
Zhang et al. (2006) TIMED/GUVI IMAGE FUV

(Østgaard et al., 2003, 2004, 2005c,a, 2007) IMAGE FUV Polar VIS Earth/ UVI
(Stubbs et al., 2005)

(Fillingim et al., 2005)
Paper II, Paper III

Table 5.1: Overview of inter-hemispheric studies of the aurora, using imagers (ASC =
all-sky camera). A few early studies in conference proceedings and monographs have been
omitted.

41



they observed conjugate aurora with larger scales in the southern hemisphere (also when
accounting for the IGRF mapping, shown in Figure 5.1), arcs showing excellent conjugacy,
and a non-conjugate auroral breakup in the southern hemisphere. Comparing the travel
times of Alfven waves between the hemispheres to their observation of a one minute de-
lay between auroral breakups in the two hemispheres, they suggested that the triggering
source of the auroral breakup was located near the ionosphere. A later study (Sato et al.,
2005) reported another event with very similar auroras observed in both hemispheres. In
this event however, they observed corresponding auroral features to move relative to each
other, ∼ 200 km in longitude and ∼ 50 km in latitude, during the course of one hour. This
motion seemed to be independent of concurrent changes in the IMF. They suggested that
the change in conjugate points was due to asymmetrical field aligned currents in the two
hemispheres. In light of the discussion in Paper III, we may add that these asymmetries
could also have been an effect of field aligned electric potential drops or by differences in
ionospheric convection (see also Chapter 5.3.3).

All-sky cameras on airplanes: Conjugate observations of the aurora have also been
conducted from airplanes. Belon et al. (1969) reported data from three flights along con-
jugate segments of a magnetic meridian in 1967. The conjugate images showed remarkable
good dynamical and spatial conjugacy. Tracing arcs from the southern hemisphere, along
a realistic model of the Earth’s magnetic field (similar to the IGRF), onto the northern
hemisphere, the arcs proved to be nearly coincident. These flights were done during mag-
netically quiet periods, but later flights, when the magnetic activity was high, contained
events in which bright aurora appeared exclusively in one hemisphere. This disturbed
event was later studied in more detail by Stenbaek-Nielsen et al. (1972), who concluded
that the observations either implied that the aurora was non-conjugate, or that it was dis-
placed from its counterpart in the opposite hemisphere by more than 1000 km. At auroral
latitudes, this corresponds to a displacement of approximately 20◦ longitude, or ≈1.3 h
MLT, which we now know is high, but not unheard of (Østgaard et al., 2004).

A substantial result from the flight campaigns was that the inter-hemispheric displace-
ment seemed to be stronger, and more transitory on higher latitudes. During the course
of a substorm (as evidenced by a magnetic bay), the relative displacement was seen to
change signs. On lower latitudes, Stenbaek-Nielsen et al. (1972) reported a stable arc
system, which consistently showed a large degree of symmetry. Stenbaek-Nielsen et al.
(1973) looked at intensity differences between hemispheres, and found that in all the flight
observations, the equatorward arc was more intense in the northern hemisphere. At the
longitude of the flight paths, the magnetic field is stronger in the southern hemisphere,
which increases the mirror force there, preventing precipitation (see Section 5.3.4).

In a later paper, Stenbaek-Nielsen and Otto (1997) revisited the aircraft measurements,
and argued that some of the observations, showing large inter-hemispheric variations in
the distance between the equatorward arcs and poleward arcs, could not be reasonably
explained in terms of spatial displacement. They offered a new interpretation, that some
of the poleward arcs were in fact non-conjugate, and that the non-conjugacy arises from an
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inter-hemispheric current. The inter-hemispheric current was suggested to be caused by a
partial penetration of the IMF By component into the magnetotail. They argued that this
penetration is lower at the earthward and tailward ends of the plasma sheet, implying two
shears, or currents. For a positive By, the direction of these predicted inter-hemispheric
currents would be from the northern to the southern hemisphere at the earthward end
(presumably modifying the Region 2 current system) of the penetration region, and from
the southern to the northern hemisphere at the tailward end (modifying the Region 1
current system). A more detailed description of inter-hemispheric currents is given in
Chapter 5.3.4.

Ground all-sky and Viking: Burns et al. (1990) compared keograms derived from
cameras at the South pole station, and from the Viking satellite in the northern hemi-
sphere, during northern summer season. During the three events studied, they found that
conjugate points were displaced up to 1.9 hours MLT, and 5.3◦ latitude. During one of
the events, they observed the southern aurora to propagate further towards the pole than
the aurora in the north. Given the similar seasonal conditions and type of asymmetry, this
could represent the same kind of asymmetric poleward propagation reported in Paper III.

Viking and DE: The first purely space based opportunity for conjugate studies of the
global aurora came with the launch of the Swedish satellite, Viking, in 1986. At this time,
the Dynamics Explorer 1 was already in orbit, and both these satellites carried instruments
which could observe the global UV aurora. Using these instruments, Pulkkinen et al. (1995)
studied a substorm observed in both hemispheres. Similar features were observed, and
the mapping of the auroral luminosity to the tail showed consistent results between the
hemispheres.

Ground all-sky and Polar: Frey et al. (1999) and Vorobjev et al. (2001) used the UVI
instrument on Polar together with ground all-sky cameras in Antarctica to study conjugate
auroras. Vorobjev et al. (2001) focused on the poleward boundary of the aurora, in relation
to the orientation of the IMF. They found that this boundary could be displaced by up to 5◦

latitude. Observations from 10 time intervals showed the night side aurora to be located
on higher (lower) magnetic latitudes in the northern hemisphere when the IMF was in
the Bx < 0, By > 0 (Bx > 0, By < 0) Parker spiral sector, compared to the aurora in the
southern hemisphere. This displacement is in accordance with magnetic field perturbations
on the nightside in the same direction as the IMF (see Figure 5.2).

Polar only: Frank and Sigwarth (2003) reported conjugate observations of a substorm
using a single camera, VIS Earth on the Polar satellite. At the time of this event (1
November 2001), Polar had its apogee close to the geographic equatorial plane, on the
nightside of Earth, and the large field of view of the VIS Earth camera enabled simultaneous
observations of the nightside auroral zone in both hemispheres. The onset of the substorm
occurred with a displacement of ∼ 40 minutes of local time. The intensity of the aurora
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Figure 5.2: A dipole magnetic field line (using the dipole moment of the Earth,
8.05× 1022 Am2 (Baumjohann and Treumann (1997), p. 32)), intersecting the Earth sur-
face at 70◦ latitude (black), and the field line of a dipole plus a 20 nT uniform field towards
the right in the figure (red). The tracing of the ”dipole plus uniform field”-line, using the
Runge-Kutta-Fehlberg method with adaptive stepsize, was started at the crossing of the
equatorial plane (asterisk). Its footpoints are displaced poleward in the northern hemi-
sphere, and equatorward in the southern hemisphere, compared to the dipole field line. In
this figure the dipole field line is in the same plane as the perturbation field, resulting in a
latitudinal asymmetry. In all other cases, the perturbation field will produce a longitudinal
asymmetry as well.

was also reported to be higher in the southern hemisphere. Since the southern hemisphere
had summer in this event, the asymmetry in the intensity is opposite to what has been
found in statistical studies of seasonal effects (described later in this chapter).

Polar and IMAGE: While still a scarce data set, the best global coverage of the
aurora in the two hemispheres was provided by the IMAGE and Polar satellites. On a few
occasions, primarily in the first years of the IMAGE mission, 2000 to 2002, the constellation
of these satellites was such that both hemispheres could be observed simultaneously, at an
unprecedented spatial and temporal resolution. Østgaard et al. (2004) identified 12 auroral
forms which could be seen in both hemispheres, and showed that these forms were displaced
in longitude, depending on the orientation of the IMF, in the yz plane. The displacement
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was consistent with a partial penetration of the IMF to the magnetosphere. In a later
study, Østgaard et al. (2005c) showed that the observed displacements were an order of
magnitude stronger than the displacement predicted by the Tsyganenko 96 and 02 magnetic
field models (Tsyganenko (2002) and references therein). They also found indication that
the dipole tilt angle may act as a secondary controlling parameter, displacing the winter
hemisphere footpoint dawnward compared to the summer hemisphere footpoint.

Stubbs et al. (2005) were the first to use these satellites to study the time development of
inter-hemispheric asymmetries, during a 1.5 hours interval. Using a circle fitting technique,
similar to Holzworth and Meng (1975), they found that the center of the ovals changed in
step with concurrent variations in the IMF, in agreement with the ”dipole plus uniform
field” picture described by Cowley et al. (1991), shown in Figure 5.2. They also found that
the ovals in both hemispheres were displaced towards dawn.

Fillingim et al. (2005) used the UVI camera on the Polar satellite, during an event
when this camera observed the southern hemisphere afternoon sector while IMAGE WIC
observed the northern hemisphere. They found that in the southern hemisphere, the
afternoon aurora was structured, showing a ”string of pearls” configuration, while the
afternoon aurora in the northern hemisphere was more uniform. Because of modest seasonal
differences, the most likely cause for this inter-hemispheric difference was the positive IMF
By. Positive By is often associated with a crescent shaped convection cell at dusk in the
southern hemisphere, and a round cell in the northern hemisphere. Fillingim et al. (2005)
proposed that the stronger flow shears, and associated field-aligned currents in the southern
dusk sector was the cause for the different morphology of the afternoon aurora.

5.2.2 Statistical studies of one hemisphere

Because of the relatively few truly conjugate observations, most of our quantitative knowl-
edge about inter-hemispheric asymmetries stems from observations from only one hemi-
sphere. To investigate the effect of IMF By, Bx and dipole tilt angle, such studies require a
large number of measurements. To infer about instantaneous inter-hemispheric differences,
one must assume that the northern hemisphere reacts to positive By, Bx and dipole tilt
angle, in the same way as the southern hemisphere reacts to negative By, Bx and tilt,
respectively.

Auroral morphology

Holzworth and Meng (1984) employed auroral images from a DMSP satellite to study the
polar cap boundary in relation to the IMF orientation. Using a technique described by
Holzworth and Meng (1975) they fitted the observed points of the polar cap boundary to
a circle. The center of the circle in the southern hemisphere was observed to be displaced
towards dusk (dawn) when By > 0 (By < 0), by 1◦ per 2 nT By. They also observed a
shift of the center in this circle, independent of the IMF, ∼ 5◦ tailward, in agreement with
an earlier study of a subset of the same data, by Meng et al. (1977). The By dependent
dawn-dusk shift was later pointed out by Cowley et al. (1991) to be consistent with the
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IMF creating a global perturbation to the geomagnetic field in the same direction as the
IMF, the ”dipole plus uniform field” picture. Figure 5.2 illustrates this concept, for a
dipole field line in the same plane as the perturbation field.

Later, Oznovich et al. (1993) showed, using UV images of the aurora from the Polar
BEAR satellite, that the auroral oval is displaced further towards midnight in the summer
hemisphere, compared to the winter hemisphere. The displacement at noon and midnight
was approximately 1◦ per 10◦ tilt angle.

Elphinstone et al. (1990) used images from the Viking satellite, in conjunction with
IMP-8 measurements of the IMF, during times when the IMF Bz was positive. Among
other findings, they concluded that in the northern hemisphere, the polar cap was displaced
towards dawn (dusk) when By > 0 (By < 0), consistent with the findings of Holzworth and
Meng (1984).

The repeating pattern of auroral substorms make them ideal for statistical studies of
the IMF influence on the aurora. Liou et al. (2001) used observations of 648 substorm
onsets, observed by Polar UVI, to study how their average location is affected by the IMF
and by seasons. They found that the average location of substorm onsets is 22:30 MLT,
and 67◦ magnetic latitude. When the IMF Bx > 0 (Bx < 0), the average onset location
is shifted equatorward (poleward). They also found that, when keeping |Bx| < 1 nT, the
average location of substorm onset is shifted westward in the northern hemisphere when
the IMF By > 0, and eastward when By < 0. These shifts in average onset locations
are consistent with a perturbation of the magnetic field in the direction of the IMF. They
also found that when separating the substorms according to seasons, the onset on average
occurs ∼ 1.5 hours dawnward (closer to midnight) during winter, compared to summer.

Several similar studies have later been undertaken, based on observations of substorm
onsets by the IMAGE FUV instrument. The basis for these studies is a list of more than
2400 onsets and their locations, compiled by Frey et al. (2004). Their list has later been
expanded to include 4193 substorms from the whole IMAGE mission life time (Frey and
Mende, 2006). Using this list, Østgaard et al. (2007) showed that the average MLT of
the onset depends on the clock angle of the IMF. This result was contested by Wang
et al. (2007), who, using the same data set, found that By exercises a better control over
the onset location, than the clock angle. Wang et al. (2007) did not find evidence for
inter-hemispheric differences in the latitude of the substorm onset, in contrast to the Liou
et al. (2001) study. Not surprisingly, both Liou et al. (2001) and Wang et al. (2007)
found that the latitude of the onset moves equatorward with an increasingly negative IMF
Bz, presumably because this enhances the dayside reconnection, opening more flux, and
consequently expanding the auroral oval. However, this effect is expected to occur in both
hemispheres.

We note that the correlation between the onset MLT and the solar wind By is low: For
the 4089 substorms in the Frey et al. (2004) list for which ACE data is available (see Paper
IV), the correlation is only −0.19 (reversing the sign of By for observations in the southern
hemisphere). This is significant (the chance of it being random is less than 0.01%), but it
also means that a linear relation between By and the onset MLT can only explain ≈ 4%
of the variation in onset location. A natural interpretation of this, is that By does not
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affect where in the magnetospheric equatorial plane the onset occurs, but it does affect the
geometry of the field, and hence the mapping to the ionosphere.

Auroral intensity

The precipitation power, as well as the mean energy of the precipitating particles, can
also vary between hemispheres. Newell et al. (1996) used DMSP electron energy spectra
in a statistical study investigating the relation between electron energy and the degree
of solar illumination in the ionosphere. They found that the probability of observing
monoenergetic particle precipitation (electrons accelerated by parallel electric fields) is
significantly higher when the ionosphere is in darkness. Liou et al. (2001), using the ratio
of different passbands in the UVI imager, confirmed that on the night side, the average
energy of precipitating electrons, as well as the total energy flux, is higher in darkness
(by a factor of ∼ 3). On the dayside however, the energy flux is higher in summer,
by a factor of ∼ 2. Coumans et al. (2004), using the SI-12 imager on IMAGE, showed
that proton precipitation shows a generally opposite dependence on seasons, compared
to electrons. The different dependencies for electrons and protons reflect the proposed
seasonal dependence of parallel electric fields.

In a more recent study, by Newell et al. (2010), the seasonal dependencies of the various
types of aurora were investigated. They found that the monoenergetic aurora is most
dependent on seasons, with the nightside power being a factor of 1.7 higher during winter
than during summer, when the solar wind driving (see Chapter 4.2.2) is strong. The Alfven
wave aurora and diffuse electron aurora also show a seasonal dependence, with factors of
of 1.26 and 1.3 higher power in winter. On the dayside, the electron auroral power is
generally higher in the summer hemisphere, although the differences are less pronounced.

The orientation of the IMF has also been reported to cause intensity variations which
are expected to be different in the two hemispheres. Liou et al. (1998) reported a significant
increase in the auroral intensity, measured by Polar UVI, on the nightside in the northern
hemisphere, when By is strongly negative. Liou et al. (1998) (and references therein) also
showed that in the afternoon sector in the northern hemisphere, the aurora is more intense
when Bx is negative. Later, Shue et al. (2002), who also used the UVI instrument, showed
that the global auroral power in the northern hemisphere is higher when Bx is negative.

5.2.3 In-situ measurements of the magnetic field

In-situ observations confirm that the IMF By is associated with a similarly directed mag-
netic perturbation on closed field lines. Wing et al. (1995) studied 5 and 6 years of magnetic
field measurements from the geo-stationary satellites GOES-6 and GOES-7 in relation to
the y component of the IMF, measured by the IMP-8 satellite. By at geostationary orbit
was found to be well correlated with By in the solar wind at all local times. Maximum
correlation was found at midnight and at noon. However, the slope of the regression lines
between the two variables had a minimum at midnight, increased towards the flanks and
reached maximum on the dayside. This means that variations in the nightside magnetic
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field are more sensitive to IMF By, but the amplitude of the variation, or degree of pene-
tration, is stronger on the dayside.

The IMF orientation also affects the magnetic field further downtail (Fairfield , 1979).
Tsurutani et al. (1984) showed that in the distant tail (150 − 238RE downtail), By in
the north-dawn lobe and in the south-dusk lobe was correlated with positive IMF By.
Practically no correlation with positive IMF By was found in the two other lobe quadrants.
For negative IMF By, the situation was the opposite, with correlation between IMF By

and north-dusk and south-dawn lobe By. The same asymmetry in lobe susceptibility to
IMF By was later reported by Khurana et al. (1996), who presented measurements from
x = 43− 87RE downtail.

In a recent study, Petrukovich (2009) used 11 years of Geotail data from |YGSM | < 15RE,
and −31RE < XGSM < −8RE, and found that By in the tail increases with increasing
tilt angle (the northern hemisphere increasingly tilting towards the sun), after having
subtracted the effect of the IMF. That is, during northern summer, the tail By is more
positive, and during winter, it is more negative. This effect seemed to decrease with
increasing distance from the Earth. One possible source for this is the shift in position
of the sunlight terminator in the ionosphere. This connection is suggested by theoretical
works (see Chapter 5.3.2), and studies of convection which are reviewed below.

5.2.4 Inter-hemispheric differences in ionospheric convection

As argued in Chapter 2, the magnetic field and plasma are frozen-in in most of the magne-
tosphere. Since the magnetic field moves with the plasma, we expect asymmetries in the
the magnetic field to be closely linked to asymmetries in the convection. With very few
exceptions, all empirical knowledge about global magnetospheric convection stems from
measurements of the convection in the ionosphere. Here we briefly review some of the
numerous studies that have been conducted of ionospheric convection patterns, and how
these change with different seasons and the sign of IMF By when Bz < 0.

One of the first documented effects of different signs of the IMF By is that Hall currents
in the high-latitude dayside ionosphere tend to flow eastward when By > 0 and westward
when By < 0. This is called the Svalgaard-Mansurov effect (Svalgaard , 1968; Mansurov ,
1969). Since the collision frequency with the neutral atmosphere is higher for ions than for
electrons, ionospheric convection sets up these Hall currents in the opposite direction of
the convection (the direction of the positive ions relative to the electrons). The Svalgaard-
Mansurov effect is therefore equivalent to westward convection on the dayside during By >
0 and eastward convection when By < 0.

Statistical studies of average convection

Global convection patterns, derived from statistical ensembles of various measurements,
have confirmed these findings. Heppner and Maynard (1987) and Weimer (1995) used
DE-2 measurements, Papitashvili and Rich (2002) used DMSP, Ruohoniemi and Green-
wald (2005) used SuperDARN radar measurements, and Haaland et al. (2007) used mea-
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surements from Cluster. The latter study was the first to derive global convection patterns
from measurements at magnetospheric altitudes. Figure 5.3 shows their measured convec-
tion patterns, mapped to the northern hemisphere ionosphere. Each pattern corresponds
to a given sector of concurrent IMF clock angle.

This figure, which is in good agreement with the other studies cited above, reveals
several details about how the IMF orientation affects the ionospheric and magnetospheric
convection. When the IMF is southward, the convection is significantly stronger than when
it is northward. This is in good agreement with what we expect from the discussion in
Section 3.1. The convection is also profoundly affected by the sign of By. For positive By,
the convection cell at dawn is crescent shaped, and the dusk convection cell is more circular.
For negative By, we see the opposite configuration, although the differences between the
convection cells are much less prominent. This lack of mirror symmetry between different
signs of By appears in most large statistical studies of the convection.

Ruohoniemi and Greenwald (2005), who used SuperDARN measurements, found that
the tendency that By sculpts a pair of crescent/round convection cells is reinforced for the
combinations By > 0/summer and By < 0/winter. These combinations coincide with the
findings of Petrukovich (2009), that the ”penetration” of IMF By is reinforced in the tail
for the same combinations. In Section 5.3, we discuss how this may be seen as an effect of
ionospheric feedback on magnetospheric dynamics.

Conjugate measurements of convection

With the increased coverage of ground measurements in both hemispheres, it has become
possible to study instantaneous inter-hemispheric differences in the convection. This was
first done by Lu et al. (1994), using the Assimilative mapping of ionospheric electrodynam-
ics (AMIE) technique. This technique employs all available measurements of convection
(SuperDARN, DMSP, incoherent scatter radars), magnetic field (ground magnetometers)
and ionospheric conductance (incoherent scatter radars, and indirectly from auroral imag-
ing, ground magnetometers, and in-situ particle measurements from DMSP and NOAA),
to produce an instantaneous map of ionospheric convection, conductance, and field-aligned
current. Lu et al. (1994) studied a three days period, covering both positive and nega-
tive IMF Bz. When Bz was southward, they found a two-cell pattern which was largely
mirror-symmetrical in the two hemispheres. When it was northward, lobe reconnection in
one hemisphere produced significant differences in polar cap convection.

Later, studies of instantaneous conjugate ionospheric convection patterns have been
undertaken, using SuperDARN (Grocott et al., 2005; Ambrosino et al., 2009). Ambrosino
et al. (2009) looked at the response in the dayside convection patterns to rotations of the
IMF. They found an immediate change in the convection in both hemispheres when the IMF
turned southward, while the southern hemisphere response to a northward turning lagged
behind the northern hemisphere by ∼ 10 minutes. This time difference led them to suggest
that the reconfiguration of the ionospheric convection was caused by lobe reconnection, and
that this happened faster in the northern hemisphere because of the concurrent negative
IMF Bx.
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Figure 5.3: Electric potential, φ, composed by Cluster EDI measurements of plasma ve-
locity, mapped to the ionosphere. The potential patterns are binned by concurrent IMF
clock angle sectors. The convection velocities (v = −∇φ × B/B2) are along the equipo-
tential contours, clockwise where the potential is negative, and counter-clockwise where
the potential is positive. Equipotential contours are spaced by 3 kV. From Haaland et al.
(2007).
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Ionospheric convection during substorms

Common to most of the statistical studies of convection is that they mainly considered
steady IMF conditions, and relatively quiet conditions in the magnetosphere. Our obser-
vations in Papers III and IV are suggested to imply differences in the convection between
the two hemispheres during a substorm expansion phase, which is not necessarily well rep-
resented by statistical studies based on steady conditions. A few studies exist which more
directly observe the ionospheric convection following the onset of substorms. Blanchard
et al. (1997) looked at the convection using the Sondrestrom incoherent scatter radar dur-
ing 24 events. They found that on average, the convection does not increase until ∼ 20
minutes after the substorm onset. Subsequent studies have employed the SuperDARN
radars to study the convection during substorms statistically. Based on 67 events, Provan
et al. (2004) reported a faster response than what was observed by Blanchard et al. (1997).
Bristow and Jensen (2007), who looked at 10 substorms, observed an abrupt decrease in
convection velocity, accompanied by a rotation from zonal to meridional, equatorward flow.
A statistical study of 1979 isolated substorms, by Grocott et al. (2009), showed that during
the expansion phase, the convection tends to increase for substorms with onset at high
latitudes, and decrease for substorms with onset on lower latitudes. It should be noted
that none of these studies focused on seasonal effects. Seasonal differences in ionospheric
convection during substorms seem to be implied by the observations in Papers III and IV.

5.2.5 Summary

Before we look at some of the prevailing theories explaining the observed inter-hemispheric
asymmetries, we briefly sum up the most important and established results reviewed above.
Conjugate auroral imaging show that on high latitudes, the conjugate field line footprints
can be significantly distorted from the IGRF predictions. Auroras on lower latitudes have
been observed to be mostly symmetrical. From conjugate auroral imaging, statistical
studies of the aurora, and in-situ magnetic field measurements, we know that on average,
there is an effective ”penetration” of the IMF to the magnetosphere, on both open and
closed field lines. This is certainly true for the By component, while ambiguous results
exist for the effect of Bx. However, this penetration is likely not uniform, as evidenced
by the different correlations found in different sectors of the lobe (Tsurutani et al., 1984),
and at different local times (Wing et al., 1995). The By component also has a very clear
effect on the average ionospheric convection, sculpting a pair of crescent/round convection
cells. Compelling evidence exists that the convection pattern for By < 0 is not the exact
mirror image of By > 0 patterns, presumably due to a secondary seasonal control. Seasonal
conditions is also a decisive factor for the acceleration of auroral electrons. In the dark
hemisphere, electron spectra are harder than in the sunlit hemisphere. The auroral power
is higher on the dayside during the summer, but it is lower on the nightside, compared to
winter conditions.
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5.3 Causes for inter-hemispheric asymmetries

In this section we look at theoretical works which address possible causes for inter-hemispheric
asymmetries. We retain the approach from Section 2.3, focusing on the forces acting on
the plasma fluid, causing the plasma to move such as to manifest the observations reviewed
above. We start by considering asymmetrical forces acting on the magnetosphere from the
solar wind, or forces which can be considered to directly generate the asymmetries. Then
we look at how an asymmetrical ionospheric response between hemispheres may affect the
global geometry of the magnetosphere. We also look at how regions where ideal MHD
breaks down can contribute to the observed inter-hemispheric asymmetries. Finally we
look at some proposed causes for inter-hemispheric differences in auroral intensity.

5.3.1 Asymmetric driving of the magnetosphere

In an effort to explain the Svalgaard-Mansurov effect, Jørgensen et al. (1972) proposed that
newly opened magnetic field lines in the dayside magnetosphere are subject to magnetic
stresses in the east-west direction. Figure 5.4a is copy from the paper by Jørgensen,
showing that when the IMF has a positive By component, the geometry of newly opened
field lines implies curvature forces, which produce flow from dusk to dawn in the northern
hemisphere. For negative By, the effect is the opposite. This is in good agreement with
observations of convection on the dayside, and this effect has been the starting point of
many subsequent theories, addressing convection, ionospheric current systems, and inter-
hemispheric asymmetries in field-line footpoints.

Although its influence is much less prominent in observations, a similar effect can be
ascribed to the IMF Bx. Figure 5.4b is a copy from Cowley (1981a), who proposed the
following scenario: If Bx is positive, the curvature on newly opened field lines will exert
a stronger anti-sunward force in the northern hemisphere, causing an acceleration of the
flow on these field lines, compared to the southern hemisphere. When the open field lines
have crossed the dawn-dusk meridian, the curvature force will act in the opposite direction.
These sunward forces will also be different in the two hemispheres, causing a more efficient
breaking of the open field lines in the southern hemisphere, compared to the northern
hemisphere. This implies that magnetic flux is added more rapidly to the northern lobe
at any given distance along the GSM x axis, displacing the neutral sheet in the negative z
direction. The result is equivalent to a net penetration of IMF Bx to the magnetosphere.

Based on earlier work by Cowley (1981b), their own observations and MHD modeling,
and the observations by Tsurutani et al. (1984) of non-uniform (in tail cross-sections)
correlation between the IMF By and lobe By, Khurana et al. (1996) presented a conceptual
model to explain how the IMF affects the closed field line geometry in the magnetosphere.
Figure 5.5a shows a cross section of the magnetotail. It illustrates an idea first suggested
by Cowley (1981b), that in the presence of IMF By 6= 0, the normal component of the
magnetic field through the magnetopause will be stronger in certain sectors. This is a
consequence of the azimuthal By generated flow on newly opened field lines, which implies
asymmetric addition of open flux to the lobe. For positive By, magnetic flux will enter the
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Figure 5.4: a) Equatorial cross section of the magnetosphere, in the presence of positive
IMF By. Due to the orientation of the IMF, newly opened field lines are subject to
curvature force, pulling them from dusk to dawn on the dayside. The resulting flow is
shown with thick black arrows. After Jørgensen et al. (1972). b) Cross section of the
magnetosphere in the xz-plane in the presence of positive IMF Bx. Curvature forces
on open field lines (thin arrows) cause the field lines to move faster anti-sunward in the
northern hemisphere. The thick arrows indicate flow velocity. The asymmetric velocity
causes an increased pressure in the northern lobe, displacing the neutral sheet in the
negative z direction. After Cowley (1981a).

magnetosphere preferentially in the northern dawn and southern dusk sectors of the tail,
and the two remaining sectors will essentially be closed. Khurana et al. (1996) proposed
that the asymmetric addition of flux and plasma which is implied by this geometry leads
to a higher pressure, magnetic and thermal, in the open sectors. The pressure differences
across the tail then induces a flow towards the closed parts of the lobe, indicated by the
gray arrows in Figure 5.5a. Figure 5.5b shows the same phenomenon projected on the
equatorial plane of the magnetosphere. The numbers indicate the progression of open field
lines as they are being transported by the solar wind anti-sunward. In the northern lobe
(left), magnetic flux enters through the magnetopause on the dawn flank (IMF By > 0).
Since the magnetospheric part of the field line has been slowed down compared to its far
end, the field lines gradually align with the x axis, decreasing By in the lobe. This process
also implies convection from dawn to dusk in the northern lobe, and from dusk to dawn
in the southern lobe (right part of Figure 5.5b). It also implies that in the closed sectors
of the lobe, the magnetic field will be almost unaffected by the sign of the IMF By. The
duskward convection in the northern lobe is also consistent with the duskward convection
seen on the night-side of the polar cap, when By > 0 (see e.g., Figure 5.3), which takes
over after the dawnward convection on the dayside which presumably is due to magnetic
stresses on newly opened field lines (Jørgensen et al., 1972).

The shear flow across the neutral sheet which is implied by this model is what Khurana
et al. (1996) proposed leads to the observed ”penetration By” on closed magnetic field
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Figure 5.5: a) Cross section of the magnetotail in the presence of positive IMF By. Flux
is added to the tail asymmetrically, causing the boundary to be essentially closed in the
northern dawn and southern dusk. The asymmetrical addition of flux causes a gradient in
the pressure, which induces the convection indicated by the thick gray arrows. b) Evolution
of open magnetic field lines in the tail, in the northern (left) and southern (right) lobes.
After Khurana et al. (1996).

lines. If this shear flow partially extends to closed field lines, it implies a perturbation By

in the same direction as the IMF By. The resulting field is shown as tilted arrows at the
demarcation line between the two lobes in Figure 5.5a. Khurana et al. (1996) suggested two
ways that the shear flow in the lobes can be extended to closed field lines: 1) The inertia of
the lobe will be partially preserved when field lines are closed, implying a continuation of
the shear flow on closed field lines, and 2) viscous drag between the two regions, through
a wave particle interaction mechanism.

5.3.2 Asymmetrical ionospheric feedback

In the above models, the ionosphere was regarded as passively (or at least symmetrically)
complying with the imposed magnetospheric flow. This idealization has been prevalent in
most theoretical works on inter-hemispheric asymmetries. However, as has become more
and more clear from observations (including Papers III and IV), the ionosphere may play
a key part in producing asymmetries at high latitudes.

In the time-dependent case, when the convection in the magnetosphere changes, the
time it takes for the ionosphere to adapt to these changes depends, among other things,
on the conductivity. The way that the magnetospheric flow, or the imposed stresses, are
communicated to the ionosphere, is by shear Alfven waves (e.g. Song et al. (2009)). These
waves can be reflected, depending on conditions in the ionosphere. Scholer (1970) derived
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the following equation for the reflection of Alfven waves in the ionosphere:

R =
Eref

Einc
=

ΣA − ΣP

ΣA + ΣP

(5.3)

where E is the electric field of the incident (superscript inc) and reflected (ref) Alfven wave,
ΣA is the Alfven conductance, 1/µ0vA, and ΣP is the ionospheric Pedersen conductance.
Usually, ΣP > ΣA, and the ratio will be negative. This implies, considering a superposition
of the incident and reflected wave, that the electric field is reduced. In the case that
ΣP � ΣA, the coefficient is −1, and the ionosphere will remain unaffected by the wave,
tying the magnetic field line footpoint to its current position (Coroniti and Kennel , 1973).
Because of the frozen-in property, field-line tying will affect the geometry and convection
in the magnetosphere.

The Pedersen conductance increases with the degree of solar illumination, and precipi-
tation of particles, preferentially of low energies (Robinson et al., 1987). Both of these pa-
rameters may well vary between hemispheres, causing the ionosphere to respond differently
to magnetospheric convection in the two hemispheres. The different degrees of field-line
tying will then lead to asymmetries between hemispheres, independent of whether or not
the driving forces in the magnetosphere are symmetrical between hemispheres.

Atkinson and Hutchison (1978) showed that gradients in ionospheric conductance also
can affect the convection in the steady state. Using a very simple model, they were able to
qualitatively reproduce the observed accumulation of ionospheric convection equipotential
contours at dawn, which seems to be implied by the lack of mirror symmetry between the
average convection patterns when By is positive and when it is negative (e.g. Heppner and
Maynard (1987); Ruohoniemi and Greenwald (2005)). Later, Tanaka (2001) confirmed,
using an MHD model, that when the ionospheric conductance is uniform (Figure 5.6a),
the convection is largely mirror symmetrical for different signs of By, and that deviations
from mirror symmetry only appear when gradients in the ionospheric conductance are
introduced (Figure 5.6b). The lack of mirror symmetry also affects the convection at
magnetospheric altitudes, as demonstrated by Haaland et al. (2007), who used in-situ
measurements from the Cluster spacecraft to derive average convection patterns, mapped
to the ionosphere. Combined, these results strongly indicate that the ionosphere affects
magnetospheric convection (and hence the geometry) also in the average, time-independent
case.

Based on this, we may interpret the findings of Ruohoniemi and Greenwald (2005),
that the sculpting of crescent/round convection cells are reinforced with the combination
of summer/positive By and winter/negative By, to be an effect of the changing average
location of the sunlight terminator with seasons. The same can be said about the findings
by Petrukovich (2009), that the ”penetration” By is more strongly positive (negative) in
the magnetosphere during northern summer (winter), as well as the secondary influence of
dipole tilt angle on the inter-hemispheric longitudinal displacement of the aurora, indicated
by the data set of Østgaard et al. (2005c).

In summary, there is clear evidence, both from theoretical considerations and from
observations, that the ionosphere significantly modulates the magnetospheric dynamics,
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a) Uniform conductance: mirror symmetry

b) Realistic conductance: Lack of mirror symmetry

Figure 5.6: Figures 1 (a) and 4 (b) from Tanaka (2001). The contours show ionospheric
convection patterns (in steps of 6 kV) in the northern hemisphere, from MHD modeling
with uniform (a) and realistic (b) ionospheric conductance, and otherwise similar conditions
(By = ±2.5 nT and Bz = −4.3 nT). Note that the colors show different quantities in the
two figures (FACs [µAm−2] in the upper figure, and conductance [mhos] in the lower figure).
The numbered arrows refer to the text in Tanaka’s paper.
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and because the ionospheric conditions rarely are symmetrical between hemispheres, inter-
hemispheric asymmetries are expected to arise in the magnetosphere. This is true, not
only in the average, steady state magnetosphere, but also in the highly dynamical case.

5.3.3 Effects of breakdown of ideal MHD

Two effects which arise only when ideal MHD breaks down may also affect the geometry
of the magnetosphere more directly than what has been discussed in the preceding section:
Reconnection and parallel electric fields.

Reconnection

Terrestrial magnetic field lines which connect to the interplanetary magnetic field on the
dayside of the magnetosphere are being transported tailward with the solar wind. Newly
opened field lines will have a curvature which depends on the orientation of the IMF.
In the southern hemisphere, the curvature will cause these field lines to be pulled in the
same direction as the orientation of the IMF (in the y direction), and in the northern
hemisphere, the field lines will be pulled the other way. The effect that this has on nightside
reconnection is illustrated in Figure 5.7, where the solid open magnetic field lines, which
have symmetrical ionospheric footpoints, do not meet in the tail. Instead, reconnection
takes place between the dashed open field lines, which have asymmetrical footpoints. The
result is equivalent to a net penetration of the IMF to closed field lines (Østgaard et al.,
2004).

Parallel electric fields

As discussed in Chapter 2.3.3, any electric field which appears in the frame of reference
of the plasma will affect the time development of the magnetic field, in such a way that
the frozen-in condition will break down. One way to look at the frozen-in property is
to consider the field lines to be labeled by the plasma to which it is frozen. A temporal
breakdown of the frozen-in condition can therefore be seen as a period when the magnetic
field lines are ”re-defined”; plasma which used to be attached to field lines mapping to
one region of the ionosphere becomes frozen to field lines mapping to a different region in
the ionosphere, without the field lines or the plasma convecting (field line motion may not
even be a meaningful concept without some way to label them).

The effect of parallel electric fields was discussed quantitatively in Paper III, for the
open/closed boundary, based on an approach by Vasyliunas (1984). We repeat the argu-
ment here, to emphasize that it holds for arbitrary closed field lines.

Faraday’s law (Eq. 2.3) can be written:
∮

(E + u×B) · dl = −∂Φ

∂t
(5.4)

where we used Equation 2.13 to transform the electric field in the frame of reference of
the integration path to the frame of reference in which the path moves at velocity u.
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Figure 5.7: a) Reconnection of magnetic field lines with asymmetrical footpoints. The open
solid field lines have symmetrical footpoints, but curvature forces (gray arrows) pull the
southern hemisphere field lines in the direction of the IMF, and the northern hemisphere
field line the other way, preventing them from reconnecting in the tail. Instead, recon-
nection takes place between the dashed field lines, which have asymmetrical footpoints
(after Østgaard et al. (2004)). b) Illustration of the effect of gradients in net magnetic field
aligned potential drops between hemispheres. For simplicity, we only consider a parallel
electric field in the southern hemisphere in the western magnetic field line. This implies a
westward gradient in net field aligned potential drop.

We choose the integration path sketched in Figure 5.7b, which we can divide into four
parts: Two segments which run along magnetic field lines between hemispheres, and two
segments connecting these field lines in the ionosphere. We place the ionospheric paths
at sufficiently high altitude so that we can assume that E = −v × B, where v is the
ionospheric convection (Østgaard et al., 2005b). Integrating 5.4 along magnetic field lines
yield the net electric potential drop along the field lines. We define D =

∫
E‖dl, with E‖

positive in the direction parallel to the magnetic field. With this convention, the integrals
along magnetic field lines in Figure 5.7b can be written DW −DE, where W and E indicate
west and east, respectively. The different signs arise from the opposite directions of the
integration paths. Now we choose the integration path such that it encloses a surface
which is never threaded by magnetic field lines. Then, the right hand side of Equation 5.4
is constantly 0, and therefore vanishes. The result is

DW −DE +

∫

CiN

(u− v)×B · dl +

∫

CiS

(u− v)×B · dl = 0 (5.5)

where CiS and CiN denote the ionospheric segments of the integration path in the southern
and northern hemispheres, respectively. The u − v terms denote plasma flow across the
integration path. This flow is zero in ideal MHD, but Equation 5.5 shows that the presence
of non-canceling parallel electric fields causes this to break down. A change in the u’s,
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relative to the v’s is equivalent to ”re-defining” the flux tubes, by changing the plasma
by which they are labeled. This equation can be used to address the magnitude of the
plasma flow across magnetic field lines: We approximate the ionospheric integration paths
by introducing average magnetic fields, assumed to point in the perpendicular direction,
B⊥, average v and u, positive in the equatorward direction, and perpendicular to the
integration path, and the length of the integration path, L. LB⊥ is, for simplicity, assumed
to be equal in magnitude in the two hemispheres (although the signs are different, because
of the different magnetic field directions in the two hemispheres). We also assume that the
equatorward ionospheric convection is equal in the two hemispheres. Then Equation 5.5
reduces to:

uN − uS =
DE −DW

L|B⊥|
=
∇iD

|B⊥|
(5.6)

where ∇i denotes the gradient along the ionospheric integration paths, positive in the
eastward direction.

As illustrated in Figure 5.7b, a westward gradient in net potential drop is associated
with an equatorward motion of the southern hemisphere footpoint relative to the northern
hemisphere footpoint. Sato et al. (2005), who used ground all-sky imagers, reported a
relative difference in the motions of conjugate magnetic field line footpoints between 43
and 66 m/s. According to Eq. 5.6, for a difference in u of 50 m/s, magnetic field strength
of 50,000 nT, and a scale of 300 km (the field of view of the all-sky camera at 110 km is
1000 km), the corresponding difference in net field aligned potential drop along the western
magnetic field lines is 750 V (assuming DE = 0). With typical auroral arc electron energies
of a few keV, this does not seem unreasonable.

We note that even though the plasma and magnetic field are not frozen-in at regions
with parallel electric fields, the frozen-in condition holds in the surrounding regions, and
the ideal-MHD conditions prevent plasma from entering these regions. The flow of plasma
across field lines is confined to regions in which ideal MHD breaks down. This suggests
that the effect of ∇iD could be much less straightforward than what has been described
above.

5.3.4 Causes for differences in auroral intensities

Differences in auroral energy spectra and power between hemispheres have been reported
both statistically and from conjugate measurements. To gain a complete understanding
of the cause for many of the reported differences, it is likely that we have to consider
a long chain of events, involving global magnetospheric dynamics, ionospheric feedback,
reconnection, and current sheets in the auroral acceleration region.

A simplified approach is therefore often used, in which the auroral precipitation is
thought to reflect the field-aligned current (FAC) density. This is partly motivated by the
Knight relation (Knight , 1973), j‖ = KE‖, where j‖ is the FAC density, E‖ is the parallel
electric field, and K is a proportionality constant, which depends on the electron density.
While this is a useful relation, which may provide explanations to many reported auroral
phenomena, it may also be misleading.
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Ohtani et al. (2009) studied the relation between FAC density and precipitating parti-
cles in the pre midnight sector, using DMSP satellites. Contrary to what we would expect
from a naive inspection of the Knight relation, the mean energy did not show a clear depen-
dence on the current density. However, the precipitating electron energy flux was observed
to increase with increasing FAC density. The latter finding lends some credence to the
use of FACs to explain variations in auroral luminosity. A surprising conclusion from their
study was that field-aligned currents (region 1 and region 2) in the pre-midnight sector
were generally stronger in the dark hemisphere, compared to the sunlit hemisphere. They
suggested that this difference is because the Pedersen conductance, which they calculated
using their measurements of electron precipitation, and the Robinson et al. (1987) formula,
is actually higher in the dark hemisphere than in the sunlit hemisphere. This is because of
increased precipitation in the dark hemisphere, creating an ”over-reaction” to the absence
of sunlight induced conductance. These results demonstrate the complexity of explaining
variations in auroral intensity.

In the following, we have grouped some of the proposed explanations for inter-hemispheric
differences in auroral intensity into three mechanisms which are linked to FACs (these are
necessarily simplifications), and one which is an effect of the magnetic field geometry.

Solar illumination

As described in Section 4.2.1, increasing parallel electric fields can be understood as a way
of compensating for the inability of ambient electric charges to carry the current implied
by ∇ × B (Eq. 2.5). Intuitively, we would therefore expect parallel electric fields to be
stronger in regions with fewer charges, i.e. in the dark hemisphere. This is in agreement
with the observed seasonal differences on the nightside. A similar conclusion can be drawn
from the Knight relation: with equal current densities, stronger electric fields are needed
when the electron density is low.

Seasonal differences in the ionosphere also affect the formation of the feedback insta-
bility (Lysak , 1991). This instability, which may be responsible for small-scale structuring
of auroral arcs, arises from the modification of the ionospheric conductivity which is due
to precipitating particles.

Effects of the IMF

The IMF has also been suggested to cause intensity asymmetries more directly. For in-
stance, the observations by Shue et al. (2002), that the intensity in the northern hemisphere
is higher when Bx < 0 were suggested to be caused by a change in the prevailing convec-
tion pattern, modifying the flow shears and consequently FACs and auroral intensity. The
change in convection was proposed as a direct consequence of the partial penetration of
the Bx component, changing the geometry of the field (Cowley , 1981a).
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Inter-hemispheric field aligned currents

As mentioned in Section 5.2.1, Stenbaek-Nielsen and Otto (1997) proposed that inter-
hemispheric field aligned currents could explain the observations obtained by the all-sky
cameras mounted on airplanes two decades earlier. This inter-hemispheric current (or
rather, an inter-hemispheric component to the existing FAC) was suggested to be due
to partial, but non-uniform penetration of the IMF By to the magnetosphere, which by
Ampere’s law implies currents. A similar explanation was suggested by Liou et al. (1998),
to explain their observations of increased intensity in the northern hemisphere when IMF
By < 0.

In Paper II, we observe large asymmetries in the auroral intensity, during times with
concurrent negligible IMF By. During this event, however, the dipole tilt angle was large,
so that the northern hemisphere was sunlit, and the southern hemisphere auroral zone was
in darkness. These conditions are favorable for inter-hemispheric currents, according to a
model by Benkevich et al. (2000). Their proposed inter-hemispheric FACs would go up (i.e.,
electrons going down) approximately at the locations where the aurora was most intense
in the event studied in Paper II, making inter-hemispheric FACs a possible explanation for
the observations. According to Benkevich et al. (2000), these currents arise in the following
way: High latitude FACs (region 1) are stronger in the sunlit hemisphere, than they are
in the dark hemisphere. The strong FACs close partly across the polar cap, and partly via
the opposite hemisphere. The current crosses from one hemisphere to the other at regions
with sharp gradients in the conductance, the conductance being calculated as the sum of
the conductance in the two hemispheres at conjugate points. These gradients could be
located at the sunlight terminator (in one of the hemispheres).

The Benkevich et al. (2000) model uses imposed FACs, with a realistic conductance
pattern, current continuity, and Ohm’s law. As we argued in Chapter 2, this technique
presupposes a stable equilibrium. In the 12 May 2001 event (Papers II and III), the non-
conjugate spots appeared during a very active time, a period of very strong imbalance be-
tween nightside and dayside reconnection. In the northern hemisphere, the non-conjugate
spot was visible for only ≈ 10 minutes. The dynamic nature of the event, and the stable
equilibrium required for the Benkevich et al. (2000) model poses a paradox. An alternative
approach would be to treat the problem in terms of v and B, and take into account large-
scale dynamics. Using the observations of asymmetries in the poleward boundary of the
aurora (assumed to coincide with the OCB), the appearance of inter-hemispheric current
could be explained in the following (highly qualitative) way:

Figure 5.8 shows a flux tube connected to the ionosphere in both hemispheres at three
different times. First, magnetospheric convection is excited, marked by the bold gray circle
in the middle of the flux tube. For simplicity, the convection is depicted as circular, equiv-
alent to a closed convection path in the magnetosphere. Since the ionosphere does not
immediately catch up with this convection, it holds the magnetic field back, and the flux
tube becomes twisted. Symmetrical (between hemispheres) currents then appear according
to Ampere’s law (a similar figure and explanation for FACs is given by Paschmann et al.
(2003), p. 63). The magnetic stress associated with this twist excites ionospheric convec-
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Figure 5.8: Cartoon showing how the asymmetrical ionospheric convection can set up
a temporary inter-hemispheric current. We show magnetic flux tubes, extending from
the winter hemisphere (in this case the southern hemisphere, since the magnetic field goes
upwards) to the summer hemisphere. At t = t1, convection is excited in the magnetosphere.
Since the ionosphere does not immediately catch up with this convection, the flux tube is
twisted, producing a symmetrical pair of currents. At t = t2, the summer ionosphere has
begun convecting, unwinding the twist, and reducing the current. At t = t3, the driving of
magnetospheric convection has been reduced, and the remaining twist of the magnetic field
implies an inter-hemispheric current, which lasts until convection in the two hemispheres
has unwound the twist. For simplicity, the figure shows only closed field lines, but the
same mechanism may apply if part of the ionospheric loops connect to open field lines.
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tion. At time t2, the ionospheric convection has begun rectifying the twist in the summer
hemisphere (in this case, the northern hemisphere), but not in the winter hemisphere. If
the magnetospheric convection at some point is reduced, we are left with the situation
seen at t = t3, in which a twist remains in the flux tube connecting the two hemispheres.
This implies an inter-hemispheric current. With convection differences similar to those
suggested by the observations in Paper III and Paper IV, the direction of the current is
from the sunlit hemisphere to the winter hemisphere at the dawnside of the onset local time
(or the local time with the strongest earthward magnetospheric convection), and from the
winter hemisphere to the summer hemisphere on the duskside. These locations are consis-
tent with the observations of differences in auroral intensity (Paper II), and the timing is
in qualitative agreement with the proposed difference in ionospheric convection following
magnetotail reconnection (Paper III). This chain of events may also explain why the non-
conjugate aurora appeared only for approximately 10 minutes at the dawn side, since the
curl in the magnetic field represents magnetic stress which will have a finite duration.

It should be noted that the situation at t = t2 in Figure 5.8 seems unrealistic, with
stronger FACs flowing to the dark, and presumably (but not necessarily, according to
Ohtani et al. (2009)) low-conductance, hemisphere. This happens because the ionospheric
convection is depicted to take place first in the summer hemisphere, in accordance with the
simplest representation of the ionospheric convection differences suggested in Papers III
and IV. The net effect of this difference in convection is that the magnetic field geometry
changes, such as to imply an inter-hemispheric current.

Low altitude magnetic field strength

As charged particles, spiraling around magnetic field lines, approach regions of converging
magnetic field strength, they experience a net force (mirror force), repelling them in the
opposite direction. This means that, at low altitudes in the auroral zone, particles either
collide with the atmosphere, and may thereby contribute to the aurora, or they bounce
back along the magnetic field lines. Since the magnetic field of the earth is not perfectly
symmetrical between the hemispheres, the altitude at which they mirror can be different,
and thus also the probability that particles collide with the atmosphere. Figure 5.9 shows
the ratio of magnetic field strength at low altitude, in apex coordinates at 21:45 UT. From
this figure, we see that in certain regions, the difference can be quite large, almost up to a
factor of 2. The largest differences are found at 21 MLT in Figure 5.9, which in the southern
hemisphere corresponds to the region south of South America, where the magnetic field
has a minimum, called the South Atlantic anomaly.

Since accelerated auroral particles attain a highly field-aligned distribution, the result-
ing auroral intensity is not expected to be notably affected by the differences in mirror
force. However, it may be important to the diffuse aurora, as reported by Stenbaek-Nielsen
et al. (1973). These authors showed that, if the pitch angle distribution of the particles is
isotropic, the ratio of the precipitating particle flux to the two hemispheres depends on the
ratio of magnetic field strength in the two hemispheres. They also considered theoretically
how parallel electric fields and weak diffusion may amplify or reduce this effect. In the case
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of weak diffusion, the particles slowly fill the loss cone. If the bounce periods of the parti-
cles are shorter than the diffusion time, the particle precipitation could be much stronger
to the hemisphere with the weakest magnetic field, even with relatively small differences
between hemispheres.
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Figure 5.9: The ratio of low-altitude magnetic field strength at conjugate points in the two
hemispheres. The ratio is plotted in magnetic coordinates, for 21:45 UT, at the time of
the images in Figure 1 in Paper II. Contours of the non-conjugate aurora are also shown.

Also shown in Figure 5.9 are contours of the non-conjugate auroral spots reported
in Paper II. These spots were seen in regions where the magnetic field strength differed
by less than 10%. We can conclude that the differences in intensity were not caused by
asymmetries in the mirror force in this case.

5.4 Future potential of inter-hemispheric measurements

in the study of magnetosphere-ionosphere cou-

pling

Ionospheric dynamics on high latitudes can be seen as the result of magnetospheric dynam-
ics, and the various coupling mechanisms between the ionosphere and the magnetosphere
(Figure 3.2). Since the ionosphere is much more accessible than the high altitude magneto-
sphere, most of our knowledge about magnetospheric dynamics is indirectly inferred from
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ionospheric measurements, assuming the coupling processes to be known. This assump-
tion may however be problematic during the most dynamical events, such as substorms.
Since conjugate measurements in the ionosphere provide two independent pictures of the
ionosphere, which correspond to the exact same magnetospheric state, such measurements
have the potential to increase our understanding of the coupling processes.

The incoherent results of the studies of ionospheric convection during substorm ex-
pansion phase (Section 5.2.4) may be seen as an example of how the unknown coupling
prevents a consistent picture of the magnetospheric state during certain periods. If the
response time in the two hemispheres is different, as was discussed in Section 5.3.2 and in
Papers III and IV, conjugate measurements of the convection could provide new insight to
the nature of the coupling.

Several current projects provide conjugate measurements which can be used to con-
tinue and expand on studies of the magnetosphere-ionosphere coupling. SuperDARN2,
which consists of several radars measuring ionospheric convection, can be used to generate
global instantaneous maps of the convection in both hemispheres (although the signal tends
to disappear when auroral activity is high, excluding many of the perhaps most interesting
events). SuperMAG3 is an initiative to collect as many ground magnetometer measure-
ments as possible in one place, using a common coordinate system, and a user friendly
interface. With knowledge, or assumptions, on the conductance, these measurements can
also be used to assess global convection in both hemispheres. The Assimilative Mapping
of Ionospheric Electrodynamics (AMIE) technique is a technique to combine all relevant
measurements to produce instantaneous maps of ionospheric parameters (conductance, cur-
rents, convection). The Iridium satellites, whose primary purpose is to facilitate satellite
phone communication, are also equipped with magnetometers. Magnetic field measure-
ments from the ∼ 70 satellites have recently been used to generate maps of field-aligned
currents in both hemispheres with relatively high time resolution4.

The Chinese KuaFu project is a future initiatives to monitor the aurora in both hemi-
spheres. It is thought to encompass two IMAGE like satellites and one solar wind monitor
in orbit around the L1 point. The schedule for the KuaFu project, if it is realized, is not
known5.

2SuperDARN web page: http://superdarn.jhuapl.edu/
3SuperMAG web page: http://supermag.jhuapl.edu/
4FAC patterns derived from Iridium: http://sd-www.jhuapl.edu/UPOS/FAC/
5Information about KuaFu at Chinese Academy of Science web pages:

http://english.cssar.cas.cn/ic/ip/200909/t20090917 38746.html
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Chapter 6

Instrumentation and data processing

In this chapter we give an overview of the instruments which have been used to collect the
data for the papers in this thesis. The key instruments are the FUV cameras on IMAGE,
and the VIS Earth camera on Polar, and we therefore place particular emphasis on the
quantitative interpretation of these measurements. We also mention the solar wind moni-
tors that we have used, as well as low altitude satellites which provide in-situ measurements
of particle precipitation.

Please consult page 86 for definitions of acronyms which are not given in this chapter.

6.1 Global UV imaging

The IMAGE satellite (Burch, 2000) was launched in March 2000. It carried several in-
struments designed to remotely image the magnetosphere, observing extreme ultravio-
let (EUV), radio (RPI) and far ultraviolet (FUV) wavelengths, as well as neutral atoms
(HENA/MENA). The FUV instrument consisted of three photometers (GEO), and three
imagers, WIC, SI-12, and SI-13. In the next section, we look in more detail at the FUV
instrument.

The Polar satellite was launched in February 1996. It carried twelve scientific instru-
ments, three of which could be used for auroral imaging: The Polar Ionospheric X-ray
Imaging Experiment (PIXIE) measured X-ray emissions, or bremsstrahlung, emitted as
energetic electrons are decelerated in the atmosphere. The Ultraviolet Imager (UVI) pro-
vided UV images of the aurora, at different wavelengths. The Visible Imaging System
(VIS) was designed to provide images of the aurora at visible wavelengths. This instru-
ment also included a UV camera, VIS Earth Camera, which was intended as a monitor of
the direction of the field of view of the visible wavelength cameras with respect to the sun-
lit Earth. However, the VIS Earth camera has produced a much more extensive scientific
outcome than the visible wavelength cameras. The VIS Earth camera has also been used
in the present thesis, preferred over UVI because of its large field of view (20◦, compared
to 8◦ in UVI), enabling observations of the global aurora from relatively low altitudes.

Table 6.1 shows an overview of the satellite orbits, and some parameters for the cameras
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Satellite IMAGE Polar
Apogee 7.2 RE 9 RE

Perigee 1000 km 1.8 RE

Orbit period 14.2 h 17.5 h
Life time Mar. 2000 - Dec. 2005 Feb. 1996 - Apr. 2008
Camera WIC SI-13 SI-12 VIS Earth
Integration time 10 s 5 s 5 s 32.5 s
Cadence 123 s 123 s 123 s 54 s
Wavelength range 140− 190 nm 135.6 nm 126.8 nm 124− 149 nm
Resolution 256×256 128×128 128×128 256×256
Field of view 17◦ × 17◦ 16◦ × 16◦ 17◦ × 17◦ 20◦ × 20◦

PSF FWHM 3 pixels 1.5 pixels 2 pixels –

Table 6.1: Overview of the IMAGE and Polar satellites, and the UV cameras which were
used in this thesis (Mende et al., 2000a; Frank et al., 1995). PSF FWHM is the full width
at half maximum of the point spread function, taken from Hubert et al. (2002). Both
IMAGE and Polar were NASA missions.

that we have used.

6.1.1 IMAGE FUV

The FUV instrument (Mende et al., 2000a) encompasses three imagers: The Wideband
Imaging Camera (WIC) (Mende et al., 2000b) and the Spectrographic Imager (SI) (Mende
et al., 2000c), which produces two narrow pass-band images, centered at two wavelengths:
135.6 nm (SI-13) and 121.8 nm (SI-12). The WIC camera has a wide passband, observing
aurora primarily in the range from 140 nm to 190 nm, which is dominated by N2 emissions
in the Lyman-Birge-Hopfield (LBH) band and a few strong N lines. The dynamic range
and the resolution of WIC is higher than that of SI (Frey et al., 2003a).

The narrow passbands of the SI channels are accomplished by an advanced system of
slit grills, leading the light at the two wavelength regions to two different detectors. The
135.6 nm line, which is observed by SI-13, is emitted by atomic oxygen. Compared to the
more intense OI line at 130.4 nm, the 135.6 nm line is scattered in the atmosphere only
to a limited degree, and therefore the intensity in this camera is believed to be a good
proxy for the total precipitation. The SI-12 camera has a peak sensitivity at ≈ 0.2 nm
longer wavelengths than the Lyman-α emissions from hydrogen (121.56 nm). Blocking the
Ly-α, the SI-12 signal is dominated by Doppler shifted emissions from receding hydrogen
atoms. These atoms are primarily caused by precipitating protons, which charge exchange
with the neutral atmosphere, and pick up an electron. Subsequently the hydrogen atom
may be ionized again, and the process can be repeated hundreds to ten thousands of
times, depending on the initial energy of the proton precipitation. The SI-12 transmission
function is sinusoidal, with peaks every 0.5 nm, decreasing in amplitude away from 121.8

68



nm and reaching 0% transmission at λ < 117 nm and λ > 126.5 nm (Immel et al., 2003).
The FUV cameras were mounted radially out from the spinning satellite, the spin pe-

riod being 123 s. As the Earth swept through the field of view of the cameras every
123 s, the WIC camera, which had a CCD detector, took approximately 300 video frames.
These frames were subsequently integrated to produce one image, using an on-board pro-
cessing system called Time Delay Integration (TDI). A similar technique was applied to
produce the SI images, which had a different detector (crossed delay-line) which recorded
the position of every single photon, rather than instant 2D images.

Since the cameras observed the Earth from an altitude of several RE, even very small
inaccuracies in the pointing would lead to large errors in the interpretation of the images.
To pin down the orientation of the cameras, we adjust the images so that the stars in the
camera field of view (FOV) match the predicted (known) locations of the stars. With the
software we have used1, the pointing adjustment could be done with a one day resolution
(i.e., the adjustment for one image is common to all images from the same day). During
the course of the IMAGE mission, different pieces of the RPI instrument fell off2, changing
the satellite spin axis, causing it to wobble. This wobbling motion introduced a rhythmic
(period of ∼ 10 minutes) pointing error in the FUV images which could not be corrected
using the star adjustment method. Data from the last part of the IMAGE mission should
therefore be treated with some caution. For the 12 May 2001 event (Papers II and III) the
wobbling is hardly noticeable.

In Section 6.1.4, we discuss the quantitative interpretation of images taken by the FUV
cameras.

6.1.2 Polar VIS Earth

The VIS Earth Camera (Frank et al., 1995) was mounted on a despun platform on the Polar
satellite. It was equipped with a broad-band filter with a FWHM of 25 nm. The passband
was 124− 149 nm, which includes the intense OI emissions at 130.4 nm and 135.6 nm, but
also part of the LBH-band. For the periods when Polar and IMAGE produced conjugate
images, the integration time of the camera was 32.5 seconds. The nominal cadence was
54 seconds, although when the other channels of the VIS instrument were in use, it was
longer. Its sensitivity was 4.32 counts/kR.

The quantitative interpretation of VIS Earth images is discussed in Section 6.1.4.

6.1.3 Background removal

The images taken by VIS Earth and the FUV cameras have been corrected for varying
sensitivity between pixels (flatfield correction), and for time dependent variations in sen-
sitivity. This means that the intensity at different regions of the image, and images from
different times, can be directly compared. The source of the measured intensity can then

1We have used Fuview, developed by the FUV team at Space Sciences Laboratory, Berkeley, USA
2according to the log file of FUV operations, at

http://sprg.ssl.berkeley.edu/image/wic summary/0 fuv operations.log
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roughly be divided into three components: Auroral emissions, a relatively uniform (Pois-
son distributed) but slowly time-varying background, and sunlight induced emissions from
the dayside ionosphere. The two latter components can represent a significant fraction
of the total observed intensity, making auroral studies difficult, unless these emissions are
subtracted from the image. In the following we describe two background/dayglow removal
techniques which have been used in this thesis.

Geometric

In Paper I, we used geometric considerations to remove the dayglow in the SI-12 camera.
The background proved to be fairly well modeled in two steps: First subtract a constant
background, and then a crescent-shaped dayglow. The dayglow was modeled by assuming
that the intensity in a given pixel depends on the area which is observed in the pixel, roughly
proportional to 1/ cos θDZA, θDZA ≤ 80◦, where θDZA is the satellite zenith angle (0◦ when
viewing from nadir), and the inverse of the area over which the sunlight is distributed,
which is approximately proportional to 1/ cos θSZA, where θSZA is the solar zenith angle.
In a pixel with given (θSZA, θDZA), the intensity is then:

I(θSZA, θDZA) = I0
cos(θSZA)

cos(θDZA)
, θDZA ≤ 80◦ (6.1)

The proportionality constant I0 was determined by assuming that the pixels on the dayside,
equatorward from the oval, were entirely due to sunlight. This constant was determined
individually for each image, and the resulting background was then removed.

This method did not produce good results in WIC, because WIC is sensitive to day-
glow scattered beyond the sunlight terminator. Another problem with this method is the
assumption of linearity between the pixel intensity and the fraction on the right hand side.
With more background pixel samples, more advanced relations can be considered. Fig-
ure 6.1a shows the intensity in background WIC pixels, plotted against cos θSZA/ cos θDZA,
from images taken during the substorm event shown in Figure 3.3. The background sample
pixels were obtained from the region between 45◦ and 53◦, and above 85◦ magnetic latitude,
which was well outside the auroral oval. The red curve is a fitted function, in this case a
constant for low values of the fraction (pixels which were in darkness, and dominated by
the constant background), and a polynomial for higher values. The correlation between
the observed intensity, and the intensity predicted by the fitted function is 0.997, which
means that practically all variation in background intensity is captured by the functional
fit. This method requires that the time variation in the background is slow. To include
time variation in the model background, time could be included as a parameter, in addition
to the angles.

Figure 6.1b shows this method applied on the WIC image from 13:29 UT on 23 June
2000. Panel b1 shows the original image, b2 shows the modeled background, and b3 shows
the difference between the original image and the background. This is one of the auroral
images which are shown in Figure 3.3. Since the background is roughly Poisson distributed,
subtraction of a smooth background leaves significant noise in sunlit parts of the image.
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This is clearly seen in Figure 6.1b3. Figure 6.1b4 shows a smoothed version of Figure
6.1b3.

Another variation of this method has also been used, in which the background is as-
sumed to depend only on solar zenith angle. Then one can collect pixels which are outside
the auroral oval, and interpolate to get the function IBG = f(θSZA). This method sup-
poses that the background is independent of viewing angle, and is therefore less accurate.
However, it is often seen to work quite well, and it is useful in double-checking the validity
of other methods.

Polynomial fit

In Papers II and III, we fitted a 2D polynomial to the background and dayglow in the WIC
images, and then subtracted this polynomial from the image. The method is illustrated in
Figure 6.2. To fit the polynomial to the background, we had to define a region which was
believed to be void of auroral emissions. This region was identified in two steps: First, we
guessed at the location of the aurora, and fitted a polynomial to the remaining pixels. The
fitting was done using the IDL routine, SFIT. Then we subtracted the resulting polynomial
(Figure 6.2b) from the image (Figure 6.2a), thus removing most of the background. This
corrected image (Figure 6.2c) was then used to identify the pixels containing aurora, using
the IDL search routine SEARCH2D. The pixels which did not contain aurora, were assumed
to contain background. These background pixels were then used in a second iteration of the
polynomial fit. The resulting polynomial (Figure 6.2d) was subtracted from the original
image, producing the final corrected images (Figure 6.2e). This method is inspired by the
method used by Hubert et al. (2002) (personal communication).

While the polynomial fit effectively removed the background in the 12 May 2001 event,
studied in Papers II and III, it did not prove to be universally applicable. To use this
method, we had to carefully choose the input parameters, such as the order of the polyno-
mial, the threshold in the SEARCH2D routine, and the initial guess at oval location. In
many cases we did not succeed in getting a good polynomial fit to the background. The
method seems more likely to succeed if the oval is completely embedded in sunlight, as in
the 12 May 2001 event. It is less likely to succeed in imagers with lower resolution (e.g.
the SI), since the fitted function will be based on fewer pixels. The same is true if the
FOV does not cover much of the background. In the case of 12 May 2001, similar results
were obtained using both the polynomial fit, and the geometric technique described in the
previous section.

6.1.4 Quantitative interpretation

As the unit of the FUV images we have generally chosen instrument counts, rather than
something physically more meaningful. Ideally, we would like to convert counts to energy
flux (mW/m2), so that the measurements can be compared with those from other instru-
ments, or serve as input in models. However, without complementary measurements, which
can assess the mean energy of the precipitating particles, such a conversion necessitates
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Figure 6.2: Example of polynomial fit method. a) Original image, b) fitted polynomial
in first iteration, c) corrected image after first iteration, d) fitted polynomial in second
iteration, e) final image. The color scales range from 0 to 2000 counts in the corrected
images (c and e) and from 0 to 8000 in the original and the background images (a, b, and
d)

crude assumptions, which almost certainly introduce errors. When energy flux is not re-
quired to answer a particular scientific question, we have chosen to process the data as
little as possible, thus minimizing the black box between the instrument signal and the
printed figures. The reduced black box does however come at the expense of an increased
gap between the measurements and the real world. In this section we try to fill in part of
this gap, by describing what the instrument counts correspond to in terms of energy flux.

Mathematically, the instrument counts in a given pixel at a given time is

Icounts =

∫ ∞

0

f(λ)g(λ)dλ (6.2)

where λ is the wavelength, g(λ) is the (known) passband of the camera, and f(λ) is the
spectrum of the photons reaching the camera. The latter function contains the atmospheric
response to particle precipitation, and thus depends on several unknowns: The atmospheric
composition, and the energy, mass, charge and direction of each of the precipitating par-
ticles. With the aid of atmospheric models and knowledge about (or assumptions on) the
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distribution of the precipitating particles, it is possible to reduce the number of unknowns
down to energy flux, so that Equation 6.2 relates energy flux and instrument counts.

We also note that the uncertainty in f(λ) also affects the conversion from counts to kR.
Since kR is a measure of the number of photons/sm2sr, and since g(λ) is not uniform, the
same number of photons (same kR) does not always produce the same number of counts.
In the conversion to kR used in Figure 1 of Paper II, we have used the value at the peak
sensitivity of the WIC camera (Frey et al., 2003a).

IMAGE FUV

Frey et al. (2003a) presented a comprehensive summary of some of the efforts (e.g., Gérard
et al. (2000, 2001); Hubert et al. (2001, 2002)), that have been made to determine Equation
6.2 for the FUV instrument. The description given here relies heavily on this paper. The
IMAGE FUV instrument package was designed so that energy flux could be determined
with a fair accuracy without additional measurements. The procedure is as follows:

1. First, we have to measure, or assume a mean energy for the proton precipitation.
When this is done, we use a modeled atmospheric response (assuming the protons
have a kappa distribution) to find the energy flux associated with the observed in-
tensity in SI-12. The modeled response is shown in Figure 6.3a.

2. A given proton energy flux, at the assumed mean proton energy, produces a known
(also from the model) intensity in the SI-13 and WIC images. Figures 6.3b and c
can be used to subtract the proton contribution, so that the SI-13 and WIC counts
are solely due to electron precipitation.

3. After having subtracted the proton contribution, the WIC/SI-13 ratio depends on
the mean electron energy (Figure 6.3f). An increasing mean electron energy increases
the WIC/SI-13 ratio. This division produces a map of the mean electron energy.

4. Finally, Figure 6.3d (6.3e) can be used to find the energy flux which produces the
observed WIC (SI-13) counts.

Application of the above technique requires that the images have been accurately cor-
rected for background and dayglow. To perform the proton subtraction and the WIC/SI-13
division, it is also necessary that the pixels are mapped to the same grid. A slight error
in background subtraction in SI-13, or in the pointing of one of the cameras with respect
to the other, can produce dramatic results, since the SI-13 count rate is low compared to
WIC. Another complication is that the atmospheric composition is assumed fixed in the
atmospheric models used to derive the relations in Figure 6.3. It has been shown that
the O/N2 atmospheric density ratio is reduced during high geomagnetic activity, and the
difference between the regions of O/N2 depletion and the undisturbed regions can be more
than a factor of two (Strickland et al., 1998). Since WIC is sensitive to emissions from N2,
and SI-13 responds to emissions from atomic oxygen, the WIC/SI-13 ratio will increase in
the O/N2 depletion region, independent of the mean electron energy.
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Even though the application of the method may be problematic, the modeled relations
between counts and energy flux are informative. Figure 6.3a shows that the SI-12 camera
efficiency increases very rapidly at low energies, just above its threshold at ≈ 1 keV. It
reaches a maximum at 2−3 keV, before it decreases rapidly. At high energies, the decrease
is slow, and so we would expect SI-12 to respond to all energies of some significance in
the magnetosphere (the ring current energy is is mainly carried by 10− 200 keV protons).
These protons would also produce a significant signal in WIC and SI-13 (Figures 6.3b and
6.3c).

Figure 6.3d shows that, for constant energy flux, the WIC signal is rapidly reduced
when the electron energy increases: At 20 keV the signal is ≈ 20 % of that at 1 keV. This
trend is even more severe for SI-13 (Figure 6.3e) which is reduced to ≈ 10 % when the
mean energy is increased from 1 to 20 keV.

Polar VIS Earth

We are not aware of any published study systematically addressing the response of the VIS
Earth camera to electron energy flux, and its dependence on precipitation at different ener-
gies. However, Figure 6.4a shows an empirically determined relationship between observed
VIS Earth intensity and electron energy flux (J. Sigwarth, personal communication). The
upper and lower curves represent the 75th and 25th percentiles, respectively.

The VIS Earth response to varying electron energy can also be described using the
information in Frey et al. (2003a). Polar VIS Earth observes emissions in the energy
range of 124 − 149 nm. This range encompasses the two intense atomic oxygen lines at
130.4 nm and 135.6 nm (which SI-13 observes), as well as some of the LBH band. In quiet
conditions (pure dayglow emissions and very low-energy precipitation), Frank and Sigwarth
(2003) report that 83 % of the VIS Earth signal is due to the 130.4 nm line. Figure 6.4b
compares the intensity of the 130.4 nm and 135.6 nm lines for 1 mW/m2 electron flux at
various mean energies. The numbers are based on Table 6.2, which is a reproduction of
Table II in Frey et al. (2003a). The figure shows that, if the intensity in the VIS Earth
camera is dominated by the 130.4 nm line, we can expect it to behave approximately like
SI-13.

However, for higher energies, the relative importance of the various emission lines will
change. According to Table 6.2, at low electron energies (0.2 keV) the 130.4 nm line
represents 54% of the collective intensity escaping from the atmosphere from the LBH
band and the two OI lines at 135.6 nm and 130.4 nm (in the nadir direction). At high
energies (25.0 keV), the ratio is 10%. The relative importance of the 130.4 nm line in the
VIS Earth signal thus decreases with increasing energy. We can therefore expect that as the
energy increases, the relative importance of LBH emissions will increase in the VIS Earth
signal. Based on this, the WIC/VIS ratio is expected to be approximately proportional to
the WIC/SI-13 ratio (Figure 6.3f) at low energies, but to increase more slowly at higher
energies.
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Figure 6.3: The response of SI-12 (a), WIC (b) and SI-13 (c), in corrected instrument
counts, to a 1 mW/m2 proton flux. Protons are assumed to be kappa distributed, with
mean energy given at the x axis. The response of WIC (d) and SI-13 (e) to Maxwell
distributed electron precipitation is also shown (mean energy at the x axis). Panel f shows
the ratio of WIC and SI-13 counts. Figures a, b, c, d, and e are after Tables III, V, VIII,
IV, and VII in Frey et al. (2003a), respectively.
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Figure 6.4: a) Empirically determined relationship between precipitating energy flux, and
auroral intensity observed in the VIS Earth camera (J. Sigwarth, personal communication).
b) Atmospheric response to electron precipitation. The solid curve shows intensity (in
Rayleigh) of the 135.6 nm emission line (left y axis), and the dashed curve shows intensity
of the 130.4 nm emission line (right y axis). The intensities are shown as function of mean
electron energy. After Table 6.2

6.2 Solar wind monitors

Since high-latitude geomagnetic activity is mainly a consequence of interaction with the
solar wind and the interplanetary magnetic field, it is essential to have measurements of
the upstream solar wind conditions. In the papers in the present thesis, we have used ACE
and Geotail for this purpose. Other spacecraft which are commonly located outside the
magnetosphere is Wind and Cluster, which are still operational, and IMP-8, which was in
operation from 1973 to 2001.

6.2.1 ACE

In all the papers in this thesis, we use measurements from the Advanced Composition Ex-
plorer (ACE) (Stone et al., 1998). ACE was launched in August 1997, into an orbit about
the Earth-Sun Lagrangian point, ∼ 240 RE sunward of the Earth. The Solar Wind Elec-
tron, Proton and Alpha Monitor (SWEPAM) (McComas et al., 1998) is used to measure
solar wind density and velocity. The solar wind dynamic pressure can then be calculated
as mpnv

2. Here, n is the proton density, v is the bulk velocity, and mp is the proton
mass. The formula should be adjusted if the fraction of heavier ions, mainly He2+, be-
comes significant. The magnetic field is measured by a magnetometer, MAG (Smith et al.,
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< E > [keV] LBH LBH abs. 1356 1356 abs. 1304 1304 abs.
0.20 1630 1629 757 756 2908 2907
0.50 1940 1910 638 635 2420 2420
1.00 2450 2390 440 434 1607 1606
5.00 3070 2320 194 153 630 621
10.0 3194 1738 124 61 321 305
25.0 3170 1010 85 18 132 116

Table 6.2: Atmospheric response to 1 mW/sm2 electron precipitation, from Table II of
Frey et al. (2003a). The table shows intensity [Rayleigh] of LBH, 135.6 nm and 130.4 nm
emissions at different average electron energies, with and without atmospheric absorption.

1998).
Since the instruments on ACE record changes in the solar wind before these changes

reach Earth, we need to time shift the measurements to relate solar wind parameters to
observations in the magnetosphere, typically by ∼ 30 minutes to 1 h. We have employed
two methods to do this time shift. 1) Variations in solar wind dynamic pressure often
have clear effects on the magnetic field at ground, in near-Earth space, and on the auroral
luminosity. ACE measurements can therefore be time shifted to match the solar wind
variations with the observed effects in the magnetosphere. 2) The plane in which the
solar wind has the least variation can be identified, using a statistical technique (Weimer ,
2004). This plane represents the orientation of solar wind ”phase fronts”, which may
be tilted with respect to the direction of the solar wind propagation. When the phase
front orientation is known, this can be used to determine the distance which the measured
solar wind variations travel before reaching the magnetosphere, and the time shift can
be calculated as this distance, divided by the velocity. Time shift methods are discussed
further in the papers.

6.2.2 Geotail

The Geotail satellite was launched in 1992, to an elliptical orbit with perigee and apogee
at 8 RE and 210 RE, respectively. Its primary purpose was to investigate tail dynamics.
In the 12 May 2001 event, which is studied in Papers II and III, it was located in the solar
wind. We use measurements of the magnetic field, from the MGF instrument (Kokubun
et al., 1994). The advantage of using Geotail measurements in this event was that the time
shift from the Geotail position to the magnetosphere was very small, or negligible.

6.3 Low altitude satellite measurements

Low altitude (< 1000 km) satellite measurements were used in Paper III to accurately
determine the poleward boundary of the precipitation using in-situ particle measurements.

78



These measurements have also been useful in comparison with FUV images in the other
studies, as an assurance that the camera pointing is correct.

6.3.1 DMSP

The Defense Meteorological Satellite Program (DMSP) comprises a series of satellites
equipped with instruments measuring, among other things, the flux of charged particles,
magnetic field, auroral emissions, and convection velocity. Their orbit is circular, at an
altitude of ∼ 840 km, with a period of approximately 100 minutes.

In Paper III, we used particle measurements from the Special Sensor Precipitating
Plasma Monitor (SSJ) instrument, from the DMSP F12, F13, F14, and F15 satellites. The
SSJ/4 instrument consists of four electrostatic analyzers that record the flux of precipitat-
ing electrons or ions in 19 logarithmically spaced energy intervals from 30 eV to 30 keV.
The detected particles originate from within ∼ 3◦ of the vertical, which means that the
particles are well within the loss cone.

The data we have used have been downloaded from, or plotted at the Johns Hopkins
University Applied Physics Laboratory web site3.

6.3.2 NOAA POES

Another series of low-altitude satellites also carry instruments that measure the flux of
precipitating particles: The National Oceanic and Atmospheric Administration (NOAA)
Polar Orbiting Environmental Satellites (POES). We used measurements from the Total
Energy Detector (TED) to determine the point at which the the satellites (NOAA-15
and NOAA-16) crossed the polar cap boundary. TED measures electrons and ions in 16
different energy intervals, from 50 eV to 20 keV. The quantities which are telemetered to
the Earth is the integrated flux from these channels, as well as the flux in four different
channels, and in the channel with the highest flux.4

The NOAA data was provided by NOAA’s National Geophysical Data Center (NGDC).

6.4 Magnetic indices

Ground magnetometers have long been the primary method of measuring geomagnetic
disturbances on Earth. Several magnetic indices exist, which facilitate studies of long-term
trends, and comparisons between different events. Here we briefly describe the AE indices,
and the SYM-H and Dst indices.

3http://seegar.jhuapl.edu/dmsp/
4Documentation on the NOAA TED can be found at

http://poes.ngdc.noaa.gov/docs/sem2 docs/2006/SEM2v2.0.pdf
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6.4.1 AE

The AE (Auroral Electrojet) indices are composed of measurements from up to 12 stations
distributed around the northern auroral zone at typical auroral latitudes. The AL index
is defined as the minimum horizontal component measured by these stations (a baseline
is subtracted first from each station). Since the horizontal component points northward
in the northern hemisphere, AL is a measure of the maximum southward perturbation of
the magnetic field in the auroral zone. This southward perturbation is often interpreted
as an effect of westward ionospheric currents. AU is defined as the maximum horizontal
component among the 12 stations, presumably associated with eastward currents. The AE
index is the difference between AL and AU, and AO is the mean.

Substorms are often associated with a sharp drop in the AL index and a slow (∼ 1 hour)
recovery. However, if the substorm is located on different latitudes than the AE stations,
its magnitude may be misrepresented, or it may not even be noticed in the indices.

6.4.2 SYM-H

The SYM-H index, which was used in Paper I, is derived from six magnetometers at
low latitudes (although they are ≈ 20◦ away from the magnetic equator). The index
is constructed as a normalized average of the southward component measured at these
stations. The SYM-H index can be seen as a high resolution (1 minute) version of the
Dst index, which has existed since the 1950s. These indices are used to define the periods
called geomagnetic storms, when SYM-H drops below a certain value (Gonzalez et al.
(1994) define Dst < −30 nT to be a small storm, and Dst < −100 nT is an intense storm).
As in substorms, storms are seen as a sharp drop, and a slow recovery in the magnetic
indices, but in the case of storms, the time scales are longer: The main phase (sharp drop
in SYM-H) lasts for typically a few hours, and the recovery can last for several days.

The SYM-H and Dst indices have a fairly clear physical meaning. The total kinetic
energy of all charged particles trapped in a dipole magnetic field is proportional to the
deflection of the magnetic field at the center of the dipole. This elegant relation was
derived by Dessler and Parker (1959) and Sckopke (1966). Since SYM-H and Dst are
derived from low-latitude magnetic field measurements, they are therefore often interpreted
as a direct measure of ring current energy. However, in the real magnetosphere, other
regions also contribute to the measurements comprising SYM-H and Dst, most notably
the magnetopause, the magnetotail, the ionosphere, and induced currents in the ground.
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Chapter 7

Summary of papers

This chapter contains brief summaries and corrections to the papers.

Paper I: Persistent global proton aurora caused by high

solar wind dynamic pressure

In this paper, we report observations of a very clear response in the global proton aurora
to changes in the solar wind dynamic pressure: Examples from five events with concurrent
IMF Bz > 0 (low solar wind driving) show that the proton aurora, observed by the SI-
12 camera on IMAGE, increases (decreases) as the solar wind dynamic pressure increases
(decreases). This is true, even for low pressure and small changes (from 1 nPa to only
2 nPa in one event), and for both gradual and transient changes in the pressure.

An important distinction between our observations (and the similar observations of
electron dominated aurora reported by Liou et al. (2007)) and previous studies of auroral
response to changes in solar wind dynamic pressure (e.g., Meurant et al. (2004)), is that our
observations show a persistent change in intensity when the pressure changes; the intensity
seems to depend on the magnitude of the pressure, rather than (or in addition to) the rate
of change of the pressure.

We also present observations from two events, classified as storm main phases. A storm
main phase is a time of very high geomagnetic activity, and intense auroras are expected. In
the two events presented, the drop in SYM-H, which is a way of quantifying the intensity of
the main phase, was comparable, but the intensity of the proton aurora was very different.
The dynamic pressure in the solar wind was also very different in these events, which might
suggest that the solar wind dynamic pressure plays an important modulating role, also for
the most intense proton auroras, with intense auroras occurring only when the geomagnetic
activity and the solar wind pressure are high simultaneously.
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Correction

In the abstract, it says that the time delay between changes in ground magnetic signatures
and changes in the proton aurora intensity is short, ”−2 minutes”. This should be ”.
2 minutes”.

Paper II: Asymmetric auroral intensities in the Earth’s

Northern and Southern hemispheres

In this paper, we show that the global auroral intensity distributions can be completely
different in the two hemispheres. A pair of simultaneous images, taken by IMAGE WIC
in the northern hemisphere and Polar VIS Earth in the southern hemisphere, showed a
much higher intensity at dawn in the northern hemisphere, compared to dusk, and a much
higher intensity at dusk in the southern hemisphere, compared to dawn.

The inter-hemispheric intensity asymmetries which are reported in this paper are im-
portant for at least two reasons: i) They confirm a proposed pattern of inter-hemispheric
currents (assuming the currents go up where the electrons precipitate), which arises be-
cause of differences in the ionospheric conductance (Benkevich et al., 2000). ii) Auroral
intensifications in global images are often interpreted as ”tv screen” images of activations
of the magnetospheric regions to which they map. The observations show that such an
interpretation could lead to very different conclusions, depending on which hemisphere we
look at.

See Section 5.3.4 for a more detailed discussion of inter-hemispheric currents, and dif-
ferent causes for inter-hemispheric differences in auroral intensity.

Paper III: Inter-hemispheric observations of emerging

polar cap asymmetries

In this paper, we take a new look at the same event as in Paper II, but change focus to
inter-hemispheric asymmetries in the poleward boundary of the aurora. This boundary
was visible at all local times for approximately 50 minutes, during the expansion phase
of a strong substorm. We show that the poleward boundaries propagated poleward at
different rates in the two hemispheres, leading to large inter-hemispheric asymmetries in
the polar caps. We also show that the magnetic flux encircled by the boundaries in the
two hemispheres was similar, in both the 12 May 2001 event and in another event, on
23 October 2002 (studied in more detail by Stubbs et al. (2005)). This is expected if the
boundary coincides with the open/closed magnetic field line boundary.

From the argument discussed in Section 5.3.3, we know, with certain assumptions
about parallel electric fields, that the open/closed magnetic field line boundary moves in
response to either magnetic reconnection (the boundary is re-defined), or plasma convec-
tion (the boundary is physically moved) (Cowley and Lockwood , 1992). The emerging
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inter-hemispheric asymmetries in the polar cap boundary which were observed in Paper
III can therefore be explained if the ionospheric response to increased magnetospheric con-
vection was different in the two hemispheres. Specifically, the emerging asymmetries were
consistent with earthward convection in the magnetosphere, excited by tail reconnection
(Cowley and Lockwood , 1992), being communicated faster to the northern summer hemi-
sphere than to the southern winter hemisphere. A detailed investigation of the [18, 21]
MLT region indicated a difference in equatorward convection of ∼ 500 m/s, lasting for
∼ 10 minutes.

This study shows that substorm signatures can be different in the two hemispheres,
emphasizing the need for further parameterization in statistical studies of substorms.

Correction

In Equation 8 in the paper, positive ∆V corresponds to an electric field in the same
direction as the magnetic field somewhere along the eastern integration paths (Cp2 and
Cp4). This is in contrast to the statement in parentheses preceding the equation.

Paper IV: Seasonal and IMF dependent nightside polar

cap contraction during substorm expansion phase

Paper IV follows up on the finding from Paper III, that during the expansion phase of a
substorm, the polar caps can contract differently in the two hemispheres. The aim of this
paper is to investigate statistically the effect of different seasons, and different orientations
of the IMF, on the location of the open/closed boundary during substorm expansion phase.
The observational basis for this paper is images from the 3943 substorms identified by Frey
et al. (2004) in the IMAGE WIC data set. These images were used to construct a large
database of OCBs at different substorm epoch times.

Among the main results from this study was that the average OCB in substorms ob-
served in the winter (dark) hemisphere has a more pronounced bulge, compared to summer
hemisphere substorms. In the summer hemisphere, the OCB is more smooth. At substorm
onset, the summer hemisphere OCB is, on average, closer to equator, compared to the
winter hemisphere. During the expansion phase, this asymmetry reduces. One possible
scenario leading to this asymmetry is an overall larger increase in equatorward convec-
tion in the winter ionosphere, except for in the bulge region, where the winter hemisphere
ionospheric convection is more suppressed than in the summer hemisphere.

With the statistical data set developed for this study, we can investigate the average
effect of the seasonal and IMF conditions in the 12 May 2001 event, studied in Papers II
and III. During this event, Bx > 0, By ≈ 0, and the tilt angle was quite strongly positive
(summer in the north). Figure 7.1a compares the average boundaries for substorms in the
northern hemisphere with Bx > 3 nT and tilt angle > 15◦ (dashed) with substorms with
Bx < −3 nT and tilt angle less than −15◦ (solid). These groups resemble the conditions in
the 12 May 2001 event in the northern and southern hemisphere, respectively. Figure 7.1b
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Figure 7.1: Comparison between the OCB in the 12 May 2001 event, discussed in Paper
III (b), and the statistical average OCB for substorms with similar conditions (a). Note
that the x and y axis have a much higher range for the single event boundaries. Figure a
shows the average poleward boundary of the aurora at times relative to substorm onset,
indicated by different colors. The x axis shows distance in MLT from the substorm onset
location. The width of the black and green curves spans the standard error of mean. In
contrast to the figures in Paper IV, these statistical distributions have been smoothed,
using a boxcar average of width 3. Figure b is composed from simultaneous, or close to
simultaneous, images taken in the two hemispheres at the times indicated in the figure
(the times refer to the center of exposure in WIC). The dashed vertical bar in this figure
denotes the approximate location of the onset (21 MLT).
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shows the OCBs in the event, plotted in a similar format as the statistics. Dashed curves
are from the northern hemisphere, and solid curves are from the southern hemisphere (to
be compared with the corresponding line styles in Figure 7.1a).

A big difference between these plots is that the single event encompassed a larger
dynamic range: The y axis spans 20◦, compared to 6◦ in the statistics, and the x axis
spans 16 hours, compared to 12 hours in the statistics. Further, there is only small, or no
asymmetries at onset in the single event. During the expansion phase, a more pronounced
bulge is formed in the winter hemisphere in the event, but this is not very prominent in the
statistical plot. However, this feature corresponds well to what we observe when dividing
substorms into summer and winter, independent of the orientation of the IMF (Figure 2 in
Paper IV). In fact, the statistical plot and the case study look more similar for the reverse
signs of Bx (this is not shown). Based on this, and on the conclusions from Paper IV,
we conclude that the differences in the case study were due to seasonal effects, and that
Bx may actually have had a dampening effect on the asymmetries in the May 2001 event.
We can also conclude that instantaneous asymmetries between hemispheres can be much
stronger than what is suggested by the modest (but statistically significant) asymmetries
in the statistical study.
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LoA List of Acronyms

AACGM Altitude Adjusted Corrected Geomagnetic
ACE Advanced Composition Explorer
AE Auroral Electrojet
AMIE Assimilative Mapping of Ionospheric Electrodynamics
ASC All-Sky Camera
CCD Charge-coupled device
DMSP Defense Meteorological Satellite Program
EDI Electron Drift Instrument
ENA Energetic Neutral Atom
EUV Extreme Ultraviolet
IGRF International Geomagnetic Reference Field
IMAGE Imager for Magnetopause-to-Auroral Global Exploration
IMP Interplanetary Monitoring Platform
FAC Field-aligned current
FOV Field of view
FUV Far Ultraviolet
FWHM Full Width at Half Maximum
GEO Geocorona Photometer
GSM Geocentric Solar Magnetospheric Coordinate System
GUVI Global UltraViolet Imager
HENA High Energy Neutral Atom Imager
IMF Interplanetary Magnetic Field
LBH Lyman-Birge-Hopfield
LLBL Low Latitude Boundary Layer
MENA Medium Energy Neutral Atom Imager
MHD MagnetoHydroDynamics
MLT Magnetic Local Time
NENL Near-Earth Neutral Line
NOAA National Oceanic and Atmospheric Administration
OCB Open/Closed Boundary
PIXIE Polar Ionospheric X-ray Imaging Experiment
POES Polar Orbiting Environmental Satellites
Polar BEAR Polar Beacon Experiment and Auroral Research (satellite)
PSBL Plasma Sheet Boundary Layer
PSF Point Spread Function
RE Earth Radius (approximately 6370 km)
RPI Radio Plasma Imager
SI Spectrographic Imager
SuperDARN Super Dual Auroral Radar Network
SWEPAM Solar Wind Electron, Proton and Alpha Monitor
TED Total Energy Detector
TIMED Thermosphere Ionosphere Mesosphere Energetics and Dynamics (satellite)
UT Universal Time
UV UltraViolet
UVI UltraViolet Imager
VIS Visible Imaging System
WIC Wideband Imaging Camera
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[1] Global images of the proton aurora taken with the SI-12 camera onboard the
IMAGE satellite reveal a very direct relationship between the solar wind dynamic
pressure and the intensity of the global proton aurora. We show that an increase in
dynamic pressure leads to an immediate and persistent increase in proton precipitation,
also when the increase is slow. When the dynamic pressure decreases, the proton aurora
diminishes. Five events during geomagnetic quiet times, with mostly northward IMF, have
been selected in order to characterize the proton aurora caused exclusively by high dynamic
pressure and establish important criteria that the dynamic pressure-induced precipitation
mechanism(s) must satisfy. We also present measurements during southward IMF and
show that the combined effect of high solar wind dynamic pressure and southward
IMF produces intense global proton aurora. Some of the characteristics are: (1) The
aurora is global, with peak intensities at midnight and flanks. (2) A dawn/dusk
asymmetry shows that the precipitation originates from magnetospheric protons that
have undergone gradient/curvature drift. (3) The time delay between ground magnetic
signatures of a change in the solar wind dynamic pressure and a change in global
proton aurora is short (�2 minutes). Our observations indicate that the precipitation
mechanism(s) behind the proton aurora during high dynamic pressure is directly
connected to the compression of the magnetosphere, both at the flanks and nightside.

Citation: Laundal, K. M., and N. Østgaard (2008), Persistent global proton aurora caused by high solar wind dynamic pressure,

J. Geophys. Res., 113, A08231, doi:10.1029/2008JA013147.

1. Introduction

[2] The solar wind dynamic pressure is an important
parameter for controlling the shape and size of the magneto-
sphere. A sudden increase in dynamic pressure can cause
global disturbances in the magnetosphere, which are accom-
panied by an increase of the intensity of the aurora [Vorobyev,
1974; Craven et al., 1986; Spann et al., 1998; Zhou and
Tsurutani, 1999; Zhou et al., 2003]. Recent studies, using
global images from space, have shown that the auroral
intensifications appear first at the dayside and propagate to
the nightside at an ionospheric speed consistent with the
speed of the solar wind discontinuity [Zhou and Tsurutani,
1999], at least when the dynamic pressure pulse is preceded
by a period with northward IMF [Boudouridis et al., 2003].
These transient intensifications are often referred to as shock
auroras, since they are believed to be caused by the sudden
magnetospheric reconfiguration due to the sudden increase of
solar wind pressure. Liou et al. [2006] showed that a negative
sudden impulse in solar wind dynamic pressure leads to a
fast, global reduction in auroral intensity.
[3] The effect of a long-lasting high solar wind dynamic

pressure on the aurora has been much less studied. Zhou

and Tsurutani [2003] showed that the auroral intensity at
dawn and dusk, seen by the UVI camera on the Polar
satellite, increased (decreased) during gradually increasing
(decreasing) dynamic pressure. Using the same camera,
Liou et al. [2007] showed that the global auroral luminosity
is higher when the magnetosphere is compressed, leading to
the term ‘‘compression aurora’’. They also found, using in
situ DMSP measurements, that most of the auroral emis-
sions during compression were due to diffuse electron
precipitation.
[4] The production mechanism for the persistent aurora

during high dynamic pressure is believed to differ from the
transient mechanisms behind the shock aurora. Zhou and
Tsurutani [2003] suggested that the dawn and dusk aurora
could be due to Kelvin–Helmholtz waves on the magneto-
pause. Liou et al. [2007] suggested that the increased
intensity is due to a larger loss cone caused by a decrease
in the mirror ratio, Bm/Beq, since the equatorial magnetic
field strength, Beq increases more than at the mirror points,
Bm, during compression.
[5] The first, and so far only camera with the ability to

look at the global aurora solely produced by protons, is the
SI-12 camera [Mende et al., 2000] on board the IMAGE
satellite. Using this ability, Meurant et al. [2003, 2004]
showed that a sudden increase in the solar wind dynamic
pressure affects both electron and proton precipitation
however with some differences in timing and distribution.
Coumans et al. [2006] showed in a statistical study, that the
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total power of the proton precipitation was correlated with
the solar wind dynamic pressure. The slope in the regression
line between dynamic pressure and proton precipitation
energy flux was highest near midnight and higher in the
summer than in the winter.
[6] In this paper we look at the lasting effect of a change

in solar wind dynamic pressure on the global proton aurora,
seen by the SI-12 camera. We show that high dynamic
pressure leads to a persistent intense proton aurora. We look
at five events during geomagnetic quiet times, in order to
establish some characteristics of the dynamic pressure
induced aurora, that a production mechanism must account
for. The quiet times are chosen to avoid contributions from
other processes, such as substorms and convection caused
by southward IMF, and the magnetosphere can be assumed
to be in a quasisteady state. Although the effect of the
dynamic pressure is clearly seen in the quiet time measure-
ments, the aurora is faint. Two events with southward IMF
are also studied, and we show that a combination of
southward IMF and high solar wind dynamic pressure
may be decisive parameters for generation of intense proton
precipitation.
[7] In section 2, the observations are presented. Section 3

contains a discussion of possible production mechanisms
induced by the high solar wind dynamic pressure, in relation
to our observations. Section 4 contains the conclusions.

2. Observations

[8] The SI-12 camera [Mende et al., 2000] has a narrow
passband with peak sensitivity at 121.8 nm and block-out of
the Hydrogen emission line at 121.567 nm (Ly-a). Hence
only Doppler shifted Ly-a emissions are detected. Such
emissions are produced by Hydrogen descending at a
sufficiently high speed along the line of sight. This Hydro-
gen is in turn produced by proton precipitation which
charge exchange with atmospheric constituents. Only pro-
tons with energy above 1 keV can produce detectable
emissions [Mende et al., 2003]. Above this threshold, the
sensitivity of the SI-12 camera is highest at 3–4 keV for an
isotropic distribution of protons and decreases with increas-
ing energy [Frey et al., 2003].
[9] The relation between an instrument count in SI-12

and a physical quantity such as energy flux or number flux
requires that, e.g., the mean energy of the precipitation is
known [Gérard et al., 2001; Frey et al., 2003]. Since global
measurements of the mean energy are not available, statis-
tical maps [Hardy et al., 1989] are often used. However, in
this paper, we focus on proton aurora produced by a
mechanism induced by high solar wind dynamic pressure,
which may produce different energy spectra than other
mechanisms. Since assumptions based on statistical maps
of proton precipitation may introduce artificial inaccuracies,
we will avoid the use of energy flux and present the SI-12
data in corrected instrument counts (instrument calibration
is described in Frey et al. [2003]). We use the terms
‘‘instrument counts’’ and ‘‘proton aurora intensity’’ inter-
changeably. A constant background of 4 counts/pixel, and a
variable crescent shaped dayglow, has been subtracted from
each image. The time resolution of the SI-12 camera is
approximately 2 minutes (one satellite spin period), and the
integration time is 5 seconds.

[10] For measurements of the solar wind and IMF, we use
the ACE satellite, located near the Lagrange point at xGSM �
250 RE. To determine the timing of the solar wind arrival to
the magnetopause (taken as 10 RE), we time-shift each data
point by s/v, where s is the distance along the GSM x
direction to the ACE satellite. We then adjust the time-shift
so that solar wind dynamic pressure discontinuities coincide
with abrupt changes in the SYM-H index. The SYM-H
index is derived from low latitude ground magnetometer
measurements, and can be seen mainly as a one minute
equivalent to the Dst index [Wanliss and Showalter, 2006],
and is sensitive to changes in the ring current, but also has a
contribution from the magnetopause current [e.g., Burton et
al., 1975]. Thus we have an accurate time, within the one
minute time resolution of SYM-H and the ACE measure-
ments, for the arrival of the discontinuity at the magneto-
pause, while the timing for other solar wind data points may
be slightly dislocated in time.

2.1. Five Quiet Time Dynamic Pressure Events

[11] In Figures 1a–1e, we show five events with quiet
geomagnetic conditions, to avoid any superimposed effects
of processes independent of the solar wind dynamic
pressure. All events in this study are from 2001, when
the �7 RE apogee of the IMAGE satellite was close to the
north pole, which enabled continuous observation of the area
above 50� magnetic latitude for several hours per 14 hour
orbit.
2.1.1. 21–22 April 2001
[12] Figure 1a shows the end of a long period with high

dynamic pressure. The positive direction of the IMF Bz

(bottom) indicates low geomagnetic activity. The AE indi-
ces (not shown) also showed low activity at this time. The
third panel from the top shows that the solar wind dynamic
pressure first increases at 23:35 UT, and then quickly
decreases just before 00:40 UT. The dynamic pressure
reduction is accompanied by a fast drop in proton aurora
intensity. In the more than 1 hour long period with SI-12
data prior to the drop in dynamic pressure, the MLT keo-
gram (top) shows two steady maxima in aurora intensity at
dusk, centered approximately at 18 MLT, and at dawn,
centered at approximately 4 MLT. The dusk aurora is more
intense than at dawn.
[13] The fourth panel from the top shows the solar wind

velocity (black) and density. When the dynamic pressure
decreases, at 00:40 UT, the solar wind velocity increases.
The drop in dynamic pressure is caused by a large decrease
in density, from approximately 40 to 10 cm�3. The relative
changes in density and velocity are important for various
proposed production mechanisms, such as Kelvin–Helmholtz
(K–H) waves on the magnetopause [Zhou and Tsurutani,
2003], which will be discussed in section 3.
[14] In the top panel of Figure 2a, we have plotted the

correlation coefficients between the proton aurora intensity
and solar wind dynamic pressure at different magnetic local
times for the 21–22 April event. The intensity of the proton
aurora depends on the state of the magnetosphere, which
may have a highly delayed response to changes in the solar
wind and the IMF. Hence consecutive measurements by the
SI-12 camera, spaced by only 2 minutes, are not statistically
independent. This means that even though the correlations
presented in Figure 2 are based on a large number of
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samples, one should be careful in concluding about the true
correlation, since the significance of the correlation coef-
ficients is much less than they would be if the data were
obtained with larger time intervals. However we shall use
the calculated correlation coefficients only as a measure of
how well the data in each particular event vary together, and

look at the differences between magnetic local times. The
top panel of Figure 2a shows a clear pattern, with higher
correlation at dawn and dusk, than at midnight and noon. In
the bottom panel, we have used data points only from the
period prior to the dynamic pressure decrease at 00:40 UT,
to look at the common variation without the effect of the

Figure 1. The panels show, from top to bottom: (1) MLT keogram. Each pixel represents 1 hour
magnetic local time, integrated from 60 to 85� magnetic latitude. The unit on the color bars is counts per
pixel (cpp). (2) Global average proton aurora intensity, measured in corrected instrument counts/pixel
in the area between 60 and 85 degrees magnetic latitude. (3) Time-shifted solar wind dynamic
pressure. (4) Solar wind velocity (black) and density (red). (5) IMF Bz. Note that the scales vary.
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large dynamic pressure drop. We see that the correlation is
lower at all local times, as expected, but the >0.6 correlation
seen on the dusk side suggests that also the small changes in
solar wind dynamic pressure affect the proton aurora. This
is confirmed by the MLT keogram, which shows an increase
in the dusk aurora intensity in response to the dynamic
pressure increase at 23:35 UT.
2.1.2. 19 January 2001
[15] Figure 1b shows data from 19 January 2001. A

dynamic pressure increase from 0.5 to 2.5 nPa is seen at
03:20 UT. The MLT keogram shows a small increase in
intensity mainly at the nightside (note the greatly reduced

color scale from the previous event). Between 03:50 and
04:20 the dynamic pressure is down to 1 nPa, and then it
rises again to 2–2.5 nPa. At the time of this second dynamic
pressure increase, the auroral intensity increases again, to a
higher value than in the first increase. The IMF Bz was
northward (�3–4 nT) for approximately two hours prior
to the second dynamic pressure increase, when it became
�0 nT. This turning of the IMF may be the reason for the
higher proton aurora intensity at this time.
[16] This example illustrates that the solar wind dynamic

pressure has a clear effect on the proton aurora, also for
relatively low values. Whether or not these observations are
a consequence of the abrupt increase, or an effect of
persistent high dynamic pressure, is unclear, due to the
relatively short duration of the first dynamic pressure pulse.
[17] The aurora was very faint at all MLTs in this event,

only a few counts higher than the background. However,
compared to other MLTs, the correlation between dynamic
pressure and aurora intensity was high on the pre midnight
MLTs (Figure 2b).
2.1.3. 18 August 2001
[18] Figure 1c shows proton aurora measurements from

18 August 2001. This is the late recovery phase of a
geomagnetic storm, but the geomagnetic conditions are
otherwise quiet: no substorms are detected, and the IMF
Bz is strictly positive. At approximately 06:15 UT we see a
sudden increase in dynamic pressure, which results in an
intensification of the proton aurora at all magnetic local
times. The most intense proton aurora is found on the
nightside. During the subsequent hour, both the dynamic
pressure and the proton aurora intensity decreases.
[19] The top panel of Figure 2c shows the correlation

between solar wind dynamic pressure and proton aurora
intensity at different magnetic local times. The bottom panel
shows the correlation only in the period starting 20 minutes
after the increase in solar wind dynamic pressure. The high
correlation seen in both cases indicates that the dynamic
pressure controls the proton aurora at all times.
2.1.4. 25 October 2001
[20] Figure 1d shows the response in proton aurora

intensity to a sudden increase in solar wind dynamic
pressure, followed by a 3.5 hours long period with slowly
varying, high dynamic pressure. In the �20 minutes fol-
lowing the sudden increase in dynamic pressure, the proton
aurora intensifies on the dayside, and travels anti-sunward,
mainly along the dusk flank. This is consistent with the
description of the proton aurora caused by a sudden increase
in dynamic pressure described by Meurant et al. [2004].
According to Frey et al. [2004], there was a substorm onset
at 09:09:56 UT, located at 23:26 MLT. The local intensifi-
cation seen at this time and location in the MLT keogram
may be due to this possibly pressure triggered substorm. It
should be mentioned that we have seen no substorm
signatures in ground magnetometer data in this event. In
the last �2 hours with SI-12 data, the aurora is located
mainly at the flanks, with a similar configuration as the
22 April event (Figure 1a).
[21] Figure 2d shows the correlation between proton

aurora intensity and solar wind dynamic pressure at differ-
ent local times for the whole time interval (top) and the
period starting 20 minutes after the solar wind dynamic
pressure increase (bottom). As discussed above, the inten-

Figure 2. The calculated correlation coefficients between
solar wind pressure and proton aurora intensity at different
MLTs for the events in Figure 1. (a) 21–22 April, (b) 19
January, (c) 18 August, (d) 25 October, (e) 15–16 December,
all from 2001. The bottom panels show the correlation
without pressure discontinuity.
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sity in this event may have been affected by a substorm.
However it is not believed that the substorm was equally
important at all local times, and we see a similar pattern here
as in the event from April 2001, with higher correlation on
the flanks, and lower correlation on the dayside. The bottom
panel shows that the correlation is lower without the
transient effect of the sudden increase in dynamic pressure,
but it is still high at the nightside and flanks, compared to
the dayside.
2.1.5. 15–16 December 2001
[22] Figure 1e shows an event from 15 December 2001

when the dynamic pressure decreased slowly from �9 to
�2 nPa over 4 hours, and then increased again. This was
also the case for the proton aurora intensity, which started at
an average of 7 counts, decreased to 3 counts, and increased
to 5 counts again. In the first 70 minutes, the proton aurora
was primarily located in an �3 hours wide MLT sector in
the post midnight sector, and a much wider area at dusk.
The dusk aurora is visible throughout the period. The IMF
Bz was positive or close to zero during the whole event,
except for a period of �15 minutes around 22:00 UT, when
it turned southward. This is probably the reason for the seen
in the MLT keogram near midnight brief intensification at
this time.
[23] Due to the absence of large discontinuities in the

solar wind, this event demonstrates one of our main points:
High solar wind dynamic pressure leads to an enhanced
proton aurora intensity, also when the solar wind dynamic
pressure changes slowly (or not at all).
[24] The correlation between solar wind dynamic pressure

and proton aurora intensity (Figure 2e) is quite high at all
magnetic local times in this event, including the dayside.
The minimum seen between 23 and midnight can probably
be explained by the fact that the intensity at this local time
was low, except for the 15 minutes with southward IMF.

2.2. Solar Wind Dynamic Pressure Control of High
Intensity Proton Aurora

[25] So far we have looked only at events when the IMF
was mostly northward. Many previous studies show that
changes in solar wind dynamic pressure have much more
dramatic consequences when it is combined with southward
IMF [e.g., Meurant et al., 2004; Lee and Lyons, 2004;
Boudouridis et al., 2004; Lee et al., 2007], and we want to
see if this holds also for the proton aurora intensity.
[26] Figure 3 shows data from two geomagnetic storm

main phases, characterized by steep decreases in SYM-H, a
signature of significant injection of energy into the ring
current. It is believed that an increase of ring current energy
is associated with injection of protons of isotropic pitch
angle distribution, which is a major cause for precipitation
[Søraas et al., 2002; Mende et al., 2002]. The similarity in
the magnitude of the drop in SYM-H suggests that the
events in Figure 3 are to some extent comparable in terms of
injection of isotropic protons.
[27] There are however big differences in the proton

aurora intensity: On 21 October 2001, the intensity (Third
panel from the top) was approximately a factor of 2 higher
than 3 October. Note that the color scale in the MLT
keogram (second panel) has been adjusted to 3 counts per
color due to the high intensity, and that we look at the entire
region poleward of 50� magnetic latitude, due to the
expansion of the auroral oval. The axis and color scales
are the same for both events in Figure 3.
[28] The solar wind data shows that the IMF Bz (bottom

panel) was negative, and had a similar magnitude in the two
events. The dynamic pressure (fourth panel from the top)
was however much higher on 21 October than it was on
3 October. This indicates that the difference in dynamic
pressure is the reason for the large difference in proton
aurora intensity. A one-to-one relationship between solar

Figure 3. 3 October (left) and 21 October (right), 2001. The panel show, from top to bottom:
(1) SYM-H [nT], a similar index as the Dst, with 1 minute resolution. (2) MLT keogram (note the
crude color scale, due to the high intensity in these events). (3) Global average proton aurora
intensity (�50 magnetic latitude). (4) Solar wind dynamic pressure. (5) Solar wind velocity (black)
and density (red). (6) panel: IMF Bz.

A08231 LAUNDAL AND ØSTGAARD: PRESSURE-INDUCED PROTON AURORA

5 of 8

A08231

105



wind dynamic pressure and proton aurora intensity cannot
be claimed when so many processes are present that can
cause precipitation. However we also see that the periods
with the most intense aurora in both events coincided with
the periods when the dynamic pressure was highest. An
exception to this is found at the end of the 21 October event,
when the dynamic pressure reached very high values (>30
nPa), with a relatively faint nightside aurora. This can
probably be explained by the fact that the IMF Bz had
turned northward. The keogram shows that most of the
intensity in this period is located on the dayside.
[29] Figure 3 indicates that high solar wind dynamic

pressure or southward IMF alone are not able to produce
proton aurora with very high intensity. A combination of
high dynamic pressure and southward IMF may however be
a necessary and sufficient criterion for high intensity proton
aurora. This is in accordance with the statistical study by
Coumans et al. [2006], who found that the slope of the
linear regression line for proton aurora power and solar
wind dynamic pressure was higher during southward IMF.

3. Discussion

[30] The observations presented in this paper show that a
change in solar wind dynamic pressure is reflected in the
global proton aurora intensity. The mechanism(s) responsi-
ble for this relationship must account for several character-
istics: (1) Persistent high dynamic pressure leads to a
persistent high proton aurora intensity. This is the reason
that we believe the mechanism(s) behind the proton aurora
observed in this study differ from the mechanisms behind
the transient shock aurora. (2) The time delay between a
change in ground magnetic field signatures of a change in
solar wind dynamic pressure, both positive and negative,
and a change in proton aurora intensity is very short,
possibly below the 2 minutes time resolution of the SI-12
images. (3) Some events (22 April and the end of 25 Octo-
ber) showed that the dynamic pressure induced aurora was
predominantly located at the flanks, but this is not always
seen (18 August, 19 January). (4) The dawn/dusk asymme-
try shows that the aurora originates from magnetospheric
protons that have undergone gradient/curvature drift, and
precipitate due to some mechanism induced by the high
dynamic pressure. This is consistent with Liou et al. [2007],
who reported a similar pattern in the electron dominated
aurora caused by high dynamic pressure, only with the
highest intensity at dawn. (5) The intensification of the
proton aurora during high dynamic pressure is seen regard-
less of the sign of the IMF Bz. However a much more
dramatic effect of high solar wind dynamic pressure is seen
when the IMF is southward (Figure 3) than when it is
northward, consistent with many reports on the effect of
dynamic pressure on the magnetosphere.
[31] The two theories used to explain the energy transfer

from the solar wind to the magnetosphere are reconnection
[Dungey, 1961], which is least efficient when IMF Bz > 0,
and viscous interaction [Axford and Hines, 1961], which
can be independent of the sign of Bz. We have shown five
events where high dynamic pressure led to increased
precipitation, even though the IMF was northward, which
may be taken as a sign of viscous interaction. One possible
viscous interaction mechanism is Kelvin–Helmholtz waves

on the magnetopause flanks, which agrees with the flank
location of the aurora seen in Figure 1a and at the end of the
25 October event (Figure 1d). This was the argument of
Zhou and Tsurutani [2003], who observed dynamic pressure
dependent flank auroras using the Polar UVI camera, which
is sensitive mainly to electron produced auroral emissions.
[32] The onset condition for K–H waves is [e.g.,

Baumjohann and Treumann, 1997]

k �Dvð Þ2> n1 þ n2

mpm0n1n2
k � B1ð Þ2 þ k � B2ð Þ2

� �
ð1Þ

where subscripts 1 and 2 denote the regions outside and
inside the magnetopause, respectively. B is the magnetic
field, n is the plasma density, k is the wave vector, and Dv
is the shear velocity across the magnetopause. The
inequality 1 shows that the shear velocity is a more
important parameter in controlling K–H wave growth than
the plasma density. Hence K–H wave activity is much more
sensitive to changes in solar wind velocity, than density
[e.g., Engebretson et al., 1998]. In the 21–22 April event
(Figure 1a), the proton aurora (and solar wind dynamic
pressure) was clearly governed by changes in solar wind
density, with an increasing solar wind velocity at the time
of the drop in dynamic pressure. The 19 January event
(Figure 1b) also showed a clear response to an increase in
density, with a nearly constant velocity. The first period of the
15–16 December event (Figure 1e) had high solar wind
density, while the last period had high velocity, with no
apparent difference in the dynamic pressure control of the
overall proton aurora intensity. These examples illustrate that
it is the combined effect of the solar wind velocity and
density, namely the dynamic pressure, P=mpnv

2, and not the
velocity in particular, that governs the global proton aurora,
as would be expected if Kelvin–Helmholtz waves was the
driving mechanism.
[33] A more direct mechanism was proposed by Liou et

al. [2007], who observed persistent increased intensity in
the electron-dominated aurora seen by Polar UVI during
high solar wind dynamic pressure. They suggest that the
increased intensity is caused by a decrease in the mirror
ratio, Bm/Beq, since the equatorial magnetic field increases
most during compression, leading to a larger loss cone.
[34] Many of the features in the observations presented in

this paper support the idea that the dynamic pressure
induced aurora follows directly from the compression of
the magnetosphere. A quick compression/expansion of the
magnetosphere following a change in the solar wind dy-
namic pressure quickly turns on or off the precipitation
mechanism, in agreement with, e.g., the observations in
Figure 1d (on) and Figure 1a (off). However it is not clear
why a reduced mirror ratio should lead to maxima at the
flanks, and in particular why there is a higher intensity at the
dawn sector than at noon, where the magnetosphere gets
much more compressed than other MLTs. Another problem
is that an increase in the size of the loss cone intuitively
would lead to a short-lived intensification, lasting long
enough for the protons within the loss cone to be emptied;
only a few minutes, considering the bounce periods of
>1 keV protons. This means that a continuous supply of
new protons, or an acceleration of ‘‘old’’ protons is needed
to explain the persistent high intensity. An explanation for
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both the flank location and the persistence of proton aurora
may be increased magnetospheric convection triggered by
the compression [Lukianova, 2003; Boudouridis et al.,
2004, 2005, 2008]. In a steady state, charged particles from
the tail cannot enter closed trajectories (the symmetric ring
current), and are led around the Earth, to the flanks, with a
larger fraction of the protons at the dusk flank due to
magnetic field gradient and curvature drifts. At the flanks,
the particles encounter a more compressed magnetic field,
and some precipitate. Particles that are not on closed
trajectories are convected out in the magnetosheath, and
are lost from the magnetosphere. Shue et al. [2002] studied
global electron aurora, driven by convection, located pri-
marily on the flanks (two-cell aurora) during substorm
growth phase. The strikingly similar distribution observed
in the compression aurora events presented by Liou et al.
[2007], and the distribution (with opposite asymmetry) in
the proton aurora events shown in Figures 1a and 1d, further
support the suggestion that convection plays a role in the
generation of the aurora during high pressure.
[35] Anderson and Hamilton [1993] reported onset (ces-

sation) of electromagnetic ion cyclotron waves (EMIC) in
the magnetosphere in response to a contracting (expanding)
magnetosphere. These waves are believed to result from the
increased energy anisotropy of magnetospheric protons
during compression. Interaction with EMIC waves is a
possible acceleration mechanism, scattering protons into
the loss cone.
[36] While the aurora in Figure 1a was primarily located

at the flanks, other events have a maximum located near
midnight. This is most clearly seen in Figures 1b and 1c.
The different locations may suggest different precipitation
mechanisms. One possible mechanism at the nightside is
pitch angle scattering in areas with small magnetic field line
curvature radius. If a particle with gyro radius rg encounters
an area where Rc

rg
] 8, where Rc is the field line curvature,

the particles can be scattered into the loss cone due to
violation of the first adiabatic invariant [Sergeev et al.,
1983]. This is most likely to happen on the stretched
magnetic field lines on the nightside magnetosphere. A
study by Boudouridis et al. [2008] indicates that a sudden
increase in dynamic pressure induces enhanced magnetotail
reconnection. The resulting newly closed field lines would
have a very small curvature, and so could contribute to pitch
angle scattering.
[37] Lee et al. [2007] studied the response of ENAs to

solar wind dynamic pressure variations, and found that the
flux of ENAs exhibits a global increase (decrease) in
response to magnetospheric compression (decompression).
They claim that this behavior is due to adiabatic energiza-
tion, with a reinforcing effect from the inward motion of the
charged particles to areas where the density of neutral atoms
is higher. One of the events studied by Lee et al. [2007] was
the 18 August 2001 event. The flux of <10 keV energetic
neutral hydrogen in this event showed a very similar
development as the global average proton aurora intensity
(Figure 1c). However the relative increase in <10 keV
hydrogen was less than 30%, while the global proton aurora
increased by �100% from the intensity prior to the dynamic
pressure increase. The similarity in the time development of
ENA emissions and proton aurora intensity may suggest a
production mechanism of common origin during high solar

wind dynamic pressure. However the large discrepancy in
the relative changes in the 18 August event indicates that
adiabatic energization is not sufficient to account for the
entire increase in proton aurora without some additional
mechanism.

4. Conclusions

[38] We have shown that (1) High solar wind dynamic
pressure leads to a persistent higher intensity in global
proton aurora, also when the IMF Bz > 0. The dynamic
pressure induced aurora is most intense on the nightside and
flanks. (2) The proton aurora intensity responds promptly to
variations in the solar wind dynamic pressure. (3) We
observe a dawn–dusk asymmetry, with the highest intensity
at dusk, which shows that the protons have been subjected
to gradient/curvature drift in the magnetosphere. (4) When
IMF Bz < 0, the effect of high solar wind dynamic
pressure is more dramatic, in terms of proton aurora
intensity. Any mechanism, or mechanisms, that aim to
explain the dynamic pressure proton aurora must account
for the above observations.
[39] The relative changes in solar wind density and

velocity during some of the events we have studied suggest
that Kelvin–Helmholtz waves on the magnetopause are
most likely not the cause for the dynamic pressure induced
aurora. Our observations suggest that the precipitation is
caused by a mechanism directly connected to the compres-
sion of the magnetosphere, possibly: (1) Adiabatic energi-
zation, (2) increase in the size of the loss cone due to a
decrease in mirror ratio, (3) enhanced magnetospheric
convection, (4) a reduced curvature radius on the nightside
magnetic field lines, (5) interaction with EMIC waves due
to increased energy anisotropy, or a combination of these
mechanisms.
[40] Since all these mechanisms may be present simulta-

neously, further study is needed to differentiate between
them. Adiabatic energization, increase in the size of the loss
cone, and EMIC waves caused by energy anisotropy depend
on the relative increase of the magnetic field strength when
the magnetosphere is compressed. It is thus expected that
these processes are more important at high latitude magnetic
field lines, which experience a larger relative increase
during compression. In situ measurements of EMIC wave
activity during high dynamic pressure could provide further
support for this theory. Since the efficiency of the pitch
angle scattering on stretched field lines depends on the
mass and energy of the particles, the precipitation of
energetic protons should increase much more than the
electron precipitation where this is the most important
mechanism. This could be tested by in situ measurements
of particle precipitation. The flank location (two-cell struc-
ture) which was particularly prominent in two of the above
events (22 April and 25 October), may be an auroral
signature of magnetospheric convection during high dy-
namic pressure, which has received increasing attention in
the recent years. A study of the ionospheric convection in
these events could provide a test for this hypothesis.
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LETTERS

Asymmetric auroral intensities in the Earth’s
Northern and Southern hemispheres
K. M. Laundal1 & N. Østgaard1

It is commonly assumed that the aurora borealis (Northern
Hemisphere) and aurora australis (Southern Hemisphere) are
mirror images of each other because the charged particles causing
the aurora follow the magnetic field lines connecting the two
hemispheres. The particles are believed to be evenly distributed
between the two hemispheres, from the source region in the equat-
orial plane of the magnetosphere. Although it has been shown that
similar auroral features in the opposite hemispheres can be dis-
placed tens of degree in longitude1,2 and that seasonal effects can
cause differences in global intensity3,4, the overall auroral patterns
were still similar. Here we report observations that clearly contra-
dict the common assumption about symmetric aurora: intense
spots are seen at dawn in the Northern summer Hemisphere,
and at dusk in the Southern winter Hemisphere. The asymmetry
is interpreted in terms of inter-hemispheric currents related to
seasons, which have been predicted5,6 but hitherto had not been
seen.

On 12 May 2001, the Wideband Imaging Camera (WIC)7 on the
Imager for Magnetopause-to-Aurora Global Exploration (IMAGE)
satellite and the Polar Visible Imaging System (VIS) Earth camera8

recorded completely asymmetric auroral intensity distributions in
the two hemispheres, with higher intensity in the northern dawn,
and in the southern dusk (Fig. 1). A spatiotemporal analysis (Fig. 2)
reveals that the dusk aurora in the Southern Hemisphere was per-
sistent, lasting until 22:30 Universal Time (UT) and that the northern
dawn spot was a transient feature lasting about 10 min and occurring
twice, at 21:43 and at 22:10 UT.

The charged particles causing the spots at dawn and dusk originate
from different regions in the magnetosphere, as sketched in the inset
in Fig. 1b. Although we do not have the data to address this properly,
the particles creating the two spots are probably accelerated by par-
allel electric fields and/or Alfven waves. The observed asymmetric
intensity distribution may imply differences in acceleration in the
two hemispheres.

It is well-known that the magnetic field strength in the two hemi-
spheres is not the same and this may generate differences in auroral
intensity between the hemispheres9. However, the differences in the
magnetic field strength in the Earth’s ionosphere where the spots are
observed are very small (,10%) and are not likely to explain the large
asymmetries we observe.

The difference in ionospheric conductivity is expected to give rise
to different auroral intensities in the two hemispheres. If a generator
in the magnetosphere drives a current through the ionosphere, low
ionospheric conductivity needs to be compensated for by a larger
electric field, which accelerates the precipitating particles. An upward
current is associated with precipitating electrons. This effect, which
favours the dark hemisphere where the conductivity is low, has been

observed statistically3,4. In this case (Fig. 1b), the Southern
Hemisphere was in darkness, and the Northern Hemisphere was
sunlit. This implies a lower conductivity in the Southern
Hemisphere, and we would expect to see more intense aurora in
the south than in the north, which is true for the dusk spot but not
for the dawn spot. The asymmetry we observe therefore cannot be
fully explained by this mechanism.

We know from previous studies that the orientation of the inter-
planetary magnetic field can have a strong impact on auroral asym-
metries1,2,10,11, in which the By component has been found to be the
most important, just as it is in the large-scale convection patterns12.
The interplanetary magnetic field conditions between 21:20–22:30 UT

were dominated by a large positive Bx component, as sketched in
Fig. 1b. Theoretical considerations13 suggest that a dominant positive
interplanetary magnetic field Bx component implies that the solar
wind dynamo is more efficient and drives stronger high latitude
(region 1) currents in the Southern Hemisphere. This idea is con-
sistent with the persistent dusk spot but cannot explain the transient
feature in the north.

Theoretical studies5,6 predict that conductivity differences will lead
to inter-hemispheric, field-aligned currents. However, these currents
have never been observed. The theory predicts a pair of inter-hemi-
spheric currents going up (down) at dusk and down (up) at dawn in
the southern dark (northern sunlit) hemisphere. Furthermore, as
these currents are related to conductivity gradients they should be
observed in the vicinity of the terminator, which is consistent with
our observations. The persistent character of the asymmetric south-
ern dusk spot is enhanced by the more efficient solar wind dynamo in
the Southern Hemisphere for large positive Bx. The spot at dawn
coincides with a significant increase of tail reconnection in this
region, which can explain its transient character. This also suggests
that both Alfven waves and plasma flows and shears might be
involved in creating the bright aurora. We therefore think that the
asymmetry we observe is a confirmation of these predicted currents
that to our knowledge has not been observed in both hemispheres
before.

All our observational knowledge about interhemispheric differ-
ences in the aurora comes from a few ground-based observations with
narrow field of view14, statistical studies from one hemisphere3,4, and
some recent studies based on simultaneous imaging from space1,2,10,11.
The latter has been possible only twice in history, first with Viking and
Dynamic Explorer 1 in the mid-1980s, and then with Polar and
IMAGE. Because neither of these satellites were operated to provide
conjugate images, the coverage is sporadic, and thus we do not know
how common direct observations of interhemispheric currents could
be. However, the most intense interhemispherical current systems
should be observable from the ground and not only statistically15.
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Figure 1 | Simultaneous ultraviolet images of the aurora in both
hemispheres. a, Simultaneous images of the aurora at 21:45 UT 12 May
2001, showing completely different intensity distributions. WIC, image of
the Northern Hemisphere from the IMAGE satellite’s WIC camera; VIS,
image of the Southern Hemisphere from the Polar VIS Earth Camera. The
colour bars show intensity in both counts and kilo-Rayleigh (kR)16,17. The
exposure times for WIC and VIS are 10 s and 32.5 s, and the UT at the middle
of the exposure is shown above the images; the cadences for WIC and VIS are
2 min and 1 min. The images are shown in magnetic apex coordinates
looking down at the magnetic North Pole (and through the Earth for the
southern image), with the direction of the Sun up, dawn to right, and dusk to
the left. Sunlight-induced dayglow emissions have been subtracted from the
images. The black curves indicate the sunlight terminator. The blue lines
show the location of the poleward boundary of the aurora at 21:37 (dashed)

and 21:45 (solid) UT. This means that in less than 10 min the boundary,
which is also the boundary between open and closed magnetic field lines,
moved about 8u magnetic latitude towards the pole, signifying a local
increase of tail reconnection. b, A conceptual presentation showing the
seasonal conditions and geometry of the magnetosphere, and the orientation
of the interplanetary magnetic field, measured by ACE ( | By | was less than
1 nT). The interplanetary magnetic field moves with the solar wind velocity.
The Earth’s magnetic dipole axis (shown with a dashed line) was tilted at an
angle of 21u towards the Sun at 21:45 UT. The coordinate system in this
sketch is Geocentric Solar Magnetospheric, with the x axis pointing towards
the Sun, the y axis perpendicular to the Earth’s magnetic dipole axis (and to
the x axis) and the z axis fulfilling the system. The inset illustrates that the
spots at northern dawn and southern dusk originate from completely
different regions in the magnetosphere.
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Figure 2 | Spatio-temporal distribution of auroral intensity in both
hemispheres. The intensity (integrated between 63u and 85u magnetic
latitude) is shown as a function of UT (x axis) and Magnetic Local Time
(MLT, y axis), in the Northern (a) and Southern (b) hemispheres. Panel
b reveals that the spot at southern dusk coincides with the western edge of an
auroral substorm, seen clearly in both hemispheres between 21:25 and
21:40 UT. The count rate in both cameras depends on the energy flux of
precipitating particles. However, the cameras have different sensitivity and
pass-band, giving different counts and kR in the two hemispheres16,17. The
VIS camera (124–149 nm) is most sensitive to the atomic oxygen (O I) line at
130.4 nm (ref. 16), while the WIC camera (140–190 nm) is sensitive to
molecular nitrogen (N2) emissions in the Lyman–Birge–Hopfield (LBH)
band and a few emission lines of atomic nitrogen7,17. An important difference

in energy flux dependence between the two cameras is that emissions in the
LBH band are more reduced by molecular oxygen (O2) absorption. Heating
of the atmosphere by sunlight will affect the scale height of N2 more than of
O2, possibly causing a relatively higher intensity in the sunlit Northern
Hemisphere. This means that the observed differences in the dusk sector
could be underestimated, and the difference at dawn may be exaggerated.
Another difference is that the observed emissions decrease with increasing
mean electron energy, but this effect is stronger for the O I line (VIS). This
means that high electron energy could contribute to the asymmetry at dusk.
However, the large relative difference observed at 6 MLT, combined with the
high absolute intensity in the north, .5.2 kR in Fig. 1a (with a peak intensity
of 10 kR), leads us to conclude that the observed asymmetry is not an
instrumental effect.
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[1] In this paper we use simultaneous global UV images of the aurora in the two
hemispheres to study differences in the polar cap boundary location. We show that the
northern and southern auroral ovals circumvent the same amount of magnetic flux,
providing additional evidence that the poleward boundary of the aurora coincides with the
open/closed field line boundary. During a period of significant flux closure, large
asymmetries in the polar cap boundaries developed between the hemispheres. The
asymmetry was strongest in the regions where the polar caps contracted the most,
suggesting that emerging interhemispheric polar cap asymmetries is an intrinsic
phenomenon during substorm expansions, when magnetic flux closes rapidly in the tail.
Utilizing the prolonged surveillance of the open/closed boundary location, we show that
the growing asymmetries can be accounted for by differences in the ionospheric
convection in the two hemispheres. The observations suggest that the differences in
convection were due to seasonal differences between the hemispheres, and that the
summer hemisphere responded more promptly to changes in magnetospheric convection
than the winter hemisphere.

Citation: Laundal, K. M., N. Østgaard, K. Snekvik, and H. U. Frey (2010), Interhemispheric observations of emerging polar cap
asymmetries, J. Geophys. Res., 115, A07230, doi:10.1029/2009JA015160.

1. Introduction

[2] The Earth’s magnetosphere is the cavity in space
which is dominated by the magnetic field generated in the
planet’s interior. Its shape differs from a dipole‐like field
most notably by a long tail which extends to >100RE (Earth
radii) on the nightside of the Earth. This tail is the product of
interaction with the interplanetary magnetic field (IMF),
which is transported from the sun by the solar wind plasma.
When the IMF and the Earth’s field have opposite orienta-
tions, the field lines can merge on the dayside in a process
called reconnection, and form open field lines. Open field
lines are then transported, by the influence of the solar wind
momentum, anti‐sunward, and add to the tail on the night-
side. When open field lines with foot‐points in opposite
hemispheres meet in the tail, they can reconnect, forming a
closed field line. Owing to the stretched character of the
newly closed field lines, the plasma now convects back to
the dayside where it can once again merge with the IMF.
This so‐called Dungey cycle [Dungey, 1961] thus describes
the circulation of plasma within the magnetosphere.
[3] The regions at the surface of the Earth which are

threaded by open field lines are called the polar cap. The
polar caps are very often seen to be encircled by a belt of

precipitating particles (∼keV), which ionize and excite
atmospheric constituents to form the aurora borealis and
aurora australis. Global auroral images can therefore be used
to observe the shape and size of the polar caps, since it can
be identified as the dim region surrounded by the bright
aurora (the main exception to this is the polar cusp aurora
which is located on open field lines, and the theta aurora).
This technique has been substantiated [Carbary et al., 2003;
Boakes et al., 2008] and utilized extensively in recent years
[Brittnacher et al., 1999; Mende et al., 2003a, 2003b; Milan
et al., 2003, 2007, 2008, 2009; Lam et al., 2006; Hubert
et al., 2006, 2008; Boakes et al., 2009].
[4] Among the main findings established by these studies

are that the polar cap expansion (dayside reconnection) and
contraction (nightside reconnection) are quasi‐uncoupled.
The expansion of the polar cap happens mainly when the
IMF has a southward component (Bz < 0 nT), whereas the
contraction of the oval can happen almost explosively dur-
ing the expansion phase of a substorm [e.g., Milan et al.,
2007]. A substorm expansion can be recognized in global
auroral images by a sudden local brightening in auroral
luminosity, followed by a rapid azimuthal and latitudinal
expansion, lasting typically for a few tens of minutes. The
quasi‐uncoupled dayside and nightside reconnection is
called the expanding/contracting polar cap paradigm, and
was first suggested by Siscoe and Huang [1985], and
expanded upon by, e.g., Lockwood et al. [1990] and Cowley
and Lockwood [1992].
[5] The observational studies of the polar cap boundary

cited above all focus on one hemisphere. The implicit
assumption is that, when an appropriate magnetic coordinate
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system is used (the two systems which are most‐often used
are AACGM and, as in the present study, Apex [Richmond,
1995], which are similarly defined), the polar caps in the
two hemispheres are approximately similar. This assump-
tion is largely necessitated by the lack of simultaneous
measurements from both hemispheres. The assumption is
certainly true for the total magnetic flux content, but the
open/closed field line boundaries are not necessarily iden-
tical. Conjugate observations of the local auroral brightening
at substorm onset have shown that large spatial deviations
(tens of degrees in longitude) may happen, evidencing a
temporary asymmetry in the field line about the equatorial
plane [Østgaard et al., 2004, 2005b]. Stubbs et al. [2005]
also employed simultaneous UV images to find that the
entire polar caps can be displaced from each other. The
displacement seen in these studies was consistent with dis-
torted magnetic field lines, the distortion being in the same
direction as the IMF (in particular the y component). Sta-
tistical studies of the substorm onset location in relation to
the IMF have confirmed these findings [Liou et al., 2001;
Østgaard et al., 2007]. The IMF dependent perturbation in
the magnetic field has also been demonstrated directly by
in‐situ measurements [e.g., Wing et al., 1995]. Conjugate
studies have also been undertaken, using all‐sky cameras on
the ground [e.g., Sato et al., 2005] or on air‐planes
[Stenbaek‐Nielsen and Otto, 1997, and references therein],
and a combination of observations from ground and space
[Frey et al., 1999; Vorobyev et al., 2001]. Vorobyev et al.
[2001] focused on the poleward boundary of the nightside
aurora, which they found to be displaced poleward in the
Northern (Southern) Hemisphere compared to the Southern
(Northern) Hemisphere when the IMF orientation was in the
Parker spiral sector Bx < 0, By > 0 (Bx > 0, By < 0).
[6] In the present paper, we take advantage of two

fortuitous constellations of the IMAGE and Polar satellites,
both equipped with UV imagers, enabling simultaneous
observations of the aurora in the Northern and Southern
Hemispheres. The main focus is on a strong substorm
occurring on 12 May 2001. In this event, we observe
highly variable interhemispheric asymmetries in the polar
caps, arising in conjunction with significant flux closure.
[7] The method which we employ is described in the next

section. In section 3 we present the observations. The
findings are discussed in section 4. Section 5 concludes the
paper.

2. Method

[8] The IMAGE satellite [Burch, 2000] was launched on
25 March 2000 into an elliptical orbit, which after one year
in operation had its apogee (∼7RE) over the north pole. The
FUV instrument on this satellite included three imagers: The
Wideband Imaging Camera (WIC), and two Spectropgrahic
Imagers, SI‐12 and SI‐13. Due to their higher sensitivity
and spatial resolution, we use WIC images in this study.
WIC [Mende et al., 2000] provided images in the LBH
wavelength band (140–190 nm). Being mounted on the
spinning satellite, and viewing radially outward, it produced
images every 123 seconds (the satellite spin period), and had
10 seconds integration time.
[9] The Polar satellite was launched on 24 February 1996.

In 2001, precession of its elliptical orbit had enabled pro-

longed observation of the Southern Hemisphere. In the
present study we use the VIS Earth camera [Frank et al.,
1995], which observed UV emissions in the wavelength
range of 124–149 nm. VIS Earth was mounted on a despun
platform, and in the images used here the integration time
was 32.5 s, with a nominal cadence of 54 s.
[10] The intensity observed by VIS Earth is dominated by

the OI line at 130.4 nm (83% during quiet conditions
according to Frank and Sigwarth [2003]). Most of the
remaining signal stems from the OI emission at 135.6 nm
and from the LBH band. Since WIC is only marginally
sensitive to the OI lines, some differences are expected in
the response of the two cameras to similar auroral features.
However, as long as the two cameras observe a prominent
poleward boundary in the aurora, these differences will not
affect the result in the present study, even if the absolute
intensities may differ.
[11] To calculate the polar cap flux content, an accurate

determination of the poleward boundary of the aurora is
needed at all local times, since this boundary is a proxy for
the open/closed field line boundary (OCB). Earlier studies
have used an automated routine for this purpose. Possible
methods include a functional fit (a gaussian is often used),
or a threshold intensity, often accompanied by automatic
tests of how well these methods work. In regions where no
valid boundary is obtained, interpolation is necessary, if the
total magnetic flux content in the polar cap is to be calculated.
[12] Having experimented with various automated rou-

tines for determining the boundary, we did not find any
single method which worked well in both hemispheres. This
is likely because WIC and VIS Earth have significantly
different count rates and signal to noise ratios. In the May
2001 event, additional complications arose from dayglow
contamination in the northern images. The dayglow was
removed using a functional fit to the background counts, but
residual Poisson noise was still evident on the dayside part
of the image. In many cases, automatic methods also tend to
fail in regions where manual inspection clearly shows that a
boundary between the background and auroral luminosity is
well defined. Since the comparison between the cameras
should be based on a common method, we therefore deter-
mined the boundaries by eye. This was done by separating
the image into 1 hour wide MLT sectors, and plotting the
intensity as a function of latitude. The boundary was placed
where the intensity profile transition from background to
aurora.
[13] Figure 1a shows this method applied on a best case

scenario (solid) and a worst case scenario (dotted‐dashed).
These intensity profiles are from 20 to 21 MLT and 11 to
12 MLT in the WIC image taken 21:26:58 (Figure 3a). On
the night side, the boundary can be determined accurately,
because of the sharp transition from aurora to background
seen at 71°. For the dayside intensity profile, an accurate
determination is impossible, neither by eye, nor by any
automatic method that we are aware of. These kinds of
boundaries were therefore determined by looking at neigh-
boring regions, assuming the OCB to be fairly uniform, or
by looking at later images in which the dayside aurora could
be recognized, assuming the boundary not to vary much in
time. The latter assumption is justified at the dayside by the
concurrent stable solar wind and IMF conditions. The two
hemispheres were considered independently. All manually
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determined boundaries were rounded to the closest integer.
The prominent boundaries were assigned an accuracy of
±1°, and the less clear boundaries were assigned an accuracy
of ±2°. In the first images in the Southern Hemisphere, the
oval was outside the field of view in a small region post‐
midnight. In these cases, the accuracy was set to ±3°. We
used low altitude in‐situ particle precipitation measurements
from DMSP F12, F13, F14 and F15, as well as NOAA‐15

(Table 1 shows these boundaries for the May 2001 event) to
determine the boundary accurately when and where these
satellites crossed the OCB.
[14] In Figure 1b and 1c, we compare our manually

determined boundaries to boundaries determined by fitting
the intensity profile to a gaussian, plus a quadratic polyno-
mial which most often aligns with the background [Carbary
et al., 2003]. The thick lines show the frequency of differ-
ences between using the Carbary et al. [2003] method
(including a goodness of fit (GOF) test), and our manual
method. We see a fairly symmetrical distribution in the case
of WIC, centered at 1–2°, indicating that we place our
boundaries slightly equatorward compared to the Carbary et
al. [2003] method. For VIS Earth, very few of the bound-
aries passed the Carbary et al. [2003] GOF tests. The thin
lines show the difference when no test was applied on the
fitted function. Many of these boundaries were still placed
quite close to our manually determined boundaries, although
this distribution is also centered at 1–2°. The seemingly
common bias between manually determined boundaries and
boundaries determined by gaussian fits, indicates that we
have treated the two hemispheres equally, and that the re-
sulting boundaries are comparable. The asterisks show the
difference of the two methods in the [18–21] MLT region
(without GOF tests). This region had particularly sharp
poleward boundaries, and will be discussed in more detail in
section 4.2. The automatic and manual methods seem to
give similar results in this region, in the WIC images. The
still present deviation seen in VIS Earth, is likely caused by
a slant viewing angle in the equatorward edge of the auroral
oval, distorting the fitted function. The slant viewing angle
did however not affect the higher latitudes, and the bound-
ary could be easily identified.
[15] We have also compared the manually detected OCBs

to boundaries which were determined as the first point, from
the pole, in which the intensity exceeds some threshold
value. In 68% of the cases, our boundaries in the WIC
images are within 2° of the boundaries determined by a
threshold value of 800 counts. In VIS Earth, 83% of the
boundaries were within 2° of the boundaries using a 25
counts threshold. The mentioned thresholds were the values
giving the highest number of matches between the two
methods. In the [18–21] MLT sector, these threshold
boundaries matched the manually determined boundaries
(within 2°) in 90% of the cases in WIC, and 93% of the
cases in VIS Earth.

Table 1. Poleward Boundaries of Precipitation, as Seen by the
DMSP and NOAA Satellites During the Time When WIC and
VIS Observed the Entire Ovals in Both Hemispheres, During the
12 May 2001 Event

Satellite UT Mlat MLT

DMSP‐F15 21:32:30 −74.8° 20:50
NOAA‐15 21:32:52 −70.6° 07:10
DMSP‐F13 21:37:20 75.2° 18:00
NOAA‐15 21:41:15 −79.5° 20:00
DMSP‐F13 21:47:20 71.5° 07:50
DMSP‐F14 21:56:49 78.9° 20:50
DMSP‐F12 22:07:47 78.6° 20:00
DMSP‐F15 22:16:45 77.0° 21:50

Figure 1. (a) Example of manual boundary determination
applied on two intensity profiles, from the WIC image at
21:26:58 UT, 12 May 2001 (Figure 3a). The intensity pro-
files are from 20–21 MLT (solid) and 11–12 MLT (dotted‐
dashed). (b and c) The difference (D mlat in degrees)
between boundaries determined by gaussian fit [Carbary et
al., 2003], and our manually determined boundaries, in WIC
(Figure 1b) and VIS Earth (Figure 1c) in the 12 May 2001
event. The frequency denotes the number of cases in which
the difference was within the bins defined at the x axis. The
thick lines compares boundaries for which the gaussian fit
passed the Carbary et al. [2003] goodness of fit (GOF) tests.
The thin lines are without GOF tests. Asterisks denote the
frequency for boundaries in the [18–21] MLT sector
(without GOF tests), which will be studied in more detail in
section 4.2.
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[16] Since some degree of subjectivity is impossible to
avoid when the boundaries are determined manually, we
include as auxiliary material print‐outs of all images and
boundaries from the 12 May 2001 event, for the sake of
verifiability.1

[17] Figures 2a–2c show the IMF Bx, By, and Bz compo-
nent during the May 2001 event. The dashed curves are
measurements by Geotail, which was located at (x, y, z)GSM =
(12, 8, 2) RE, and the solid curves are ACE measurements,
time shifted to the Geotail position. The time shift, 52 minutes,
was determined by a minimum variance analysis, and con-
firmed by matching a subsequent pressure increase (not
shown) with its response in the geosynchronous magnetic
field, measured by GOES‐8. This is 15 minutes longer than
Dt = Dx/vx, which means that the phase fronts were oblique
to the propagation [e.g., see Haaland et al., 2007]. The solar
wind speed and density (not shown) were constant at
≈620 km/s and ≈5 cm−3, respectively, corresponding to a
dynamic pressure slightly in excess of 3 nPa. The main point
of Figure 2 is to emphasize the stable IMF orientation, with
negative Bz, strongly positive Bx and almost zero By. The

shaded region corresponds to the period with global cover-
age of the aurora in both hemispheres.

3. Observations

[18] Figure 3 shows five pairs of simultaneous images in
the Northern (upper row) and Southern (middle row)
Hemispheres, starting at 21:27 UT, and spanning almost 40
minutes. The OCB is indicated by a red (black) curve in the
Northern (Southern) Hemisphere. The ionospheric OCBs in
the two hemispheres can be compared in the lower row. The
UT at middle of exposure is shown above the images. All
five pairs have some overlapping integration time. All
images were taken during substorm expansion and recovery.
The onset was seen in the Northern Hemisphere at 21 MLT
at 21:24:55 UT (not shown).
[19] The first pair of images (Figure 3a) were taken a few

minutes into the substorm expansion phase. At this time, the
boundaries were quite circular and symmetric in the two
hemispheres. As revealed in the images taken ten minutes
later (Figure 3b), a large asymmetry between the hemi-
spheres emerged as the boundaries propagated poleward. In
the pre‐midnight sector, the southern boundary was ≈5°
closer to the pole than its northern counterpart, while
neighboring regions (15 MLT and post‐midnight) had an
opposite asymmetry. Figure 3c shows that the asymmetry
six minutes later, though still present, was more uniformly
distributed in local time. At this time, the OCBs underwent
rapid poleward propagation around 3 MLT. Eight minutes
later (Figure 3d), the post‐midnight region exhibited large
asymmetries, the southern boundary being closer to the
pole than the northern boundary duskward of 4 MLT, and
further from the pole dawnward of 4 MLT. 12 minutes
later (Figure 3e), the sense of the asymmetry was largely
similar, demonstrating that the emerging asymmetries were
relatively stable. The five pairs of images also show that the
initial circular shape of the polar cap was better retained in the
Northern Hemisphere when compared to the Southern
Hemisphere.
[20] The images in Figure 3c reveal large differences in

intensity distributions, as reported by Laundal and Østgaard
[2009]. In section 4.5 we discuss how the non‐conjugate
spots may be interrelated with the spatial asymmetries in the
magnetic field signified by the OCBs.

3.1. Interpretation in Terms of Open Magnetic Flux

[21] Previous studies have used auroral images to calcu-
late the amount of open magnetospheric flux [e.g., Milan et
al., 2003; Hubert et al., 2008]. Since r · B = 0, the mag-
netic flux entering through the surface of the Earth is equal
to the flux which is leaving the surface. Since the closed
magnetic field lines by definition extend the same amount of
magnetic flux in both hemispheres, the open field lines must
also contain exactly the same amount of magnetic flux in the
two hemispheres. Hence, conjugate global images can be
used as a test of the hypothesis that the auroral oval cir-
cumvents all open magnetospheric flux: If the amount of
flux in the two measured polar caps is different, the
hypothesis or the method is wrong. The open flux is given
as the surface integral

R
B?dA, where B? is the Earth’s

magnetic field perpendicular to the surface at ionospheric
altitudes. We use the International Geomagnetic Reference

Figure 2. (a) IMF Bx, (b) By, (c) Bz, measured by ACE
(solid) and Geotail (dashed) on 12 May 2001. The ACE
measurements have been time shifted from its position in
orbit around the L1 point to the Geotail position at xGSE =
12RE. The shaded region shows when IMAGE and Polar
provided global coverage of the polar caps.

1Auxiliary materials are available in the HTML. doi:10.1029/
2009JA015160.
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Field (IGRF) at 130 km altitude (the assumed emission
height in the auroral images) for this purpose. The integra-
tion was performed in geographic coordinates.
[22] Figure 4 shows the total open flux in two hemi-

spheres for the 12 May 2001 (Figure 4a) event, and from
23 October 2002 (Figure 4b). The latter event was studied
in more detail by Stubbs et al. [2005]. The total open flux
content can be written as a sum of the flux content in the
24 sectors, F =

P24
1 Fi. With the assigned errors of 1, 2,

or 3 degrees, each sector is associated with a corresponding
error in the flux, eF,i

± , where superscripts + and − correspond
to the error equatorward and poleward of the boundary,
respectively. The total error of the flux was then calculated

as eF
± =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP24
1 e�F;i
� �2

r
. Figure 4 shows that the measured

amount of polar cap flux in the two hemispheres are
similar for both events, within the applied error bars (i.e.

they deviate by less than ≈0.05 GWb). This provides new
evidence that the dim region encircled by the auroral oval,
as seen by global FUV imaging, is indeed the ionospheric
footprint of the open flux in the magnetosphere.
[23] We also notice that in the 12 May 2001 event, the

initial amount of open flux in the magnetosphere was
0.85 GWb. Milan et al. [2008] showed that this number is
high (the most probable value for open magnetic flux was
≈0.4 GWb in their study). According to Milan et al. [2009],
the flux closure rate during substorms is high when the initial
open flux content is high. This is also observed in the 12 May
2001 event, when ≈0.45 GWb closed in 25 minutes. This
change in magnetic flux corresponds to a net mean closure
rate of 300 kWb/s, or 300 kV.
[24] In Figure 5, we look in more detail at where, in terms

of magnetic local time, the closing of flux took place in the
12 May 2001 event. Figure 5a–5d show the open flux
content in six hours wide MLT sectors. Figure 5 clearly
shows that in the first 15 minutes of the substorm, the
closing of flux happened at the pre‐midnight sector (d),
followed by a steep drop in open flux content in the post‐
midnight sector (Figure 5a) during the following 10 min-
utes, in agreement with the observations of the OCB in
Figure 3. This is consistent with tail reconnection happening
in two steps, first at dusk and then at dawn, or that the X‐line
propagated from dusk to dawn. Figures 5a and 5d also show
that the interhemispheric asymmetry appeared in conjunc-
tion with flux closure. More specifically, in the pre‐midnight
region (Figure 5d) an asymmetry appeared during the first
15 minutes, because the OCB moved poleward more rapidly
in the Southern Hemisphere than in the Northern Hemisphere,
resulting in more open flux in the Northern Hemisphere in
this sector. Since the total open flux content is equal, an
opposite asymmetry is expected elsewhere. This is observed
post‐midnight (Figure 5a) and (less clearly) post‐noon
(Figure 5c). In the following 10 minutes, when the closing of
flux was most dominant post‐midnight (Figure 5a), this
region experienced a change in sign of the asymmetry. For
the remaining period, the asymmetry was slowly reduced in
the pre‐midnight sector (Figure 5d). An opposite asymme-
try, which balanced the total open magnetic flux content,
was most clear pre‐noon (Figure 5b). Because of the
Poisson noise associated with the dayglow in the Northern
Hemisphere, and the relatively low intensity of the dayside
aurora in both hemispheres, an accurate determination of the
boundary was difficult close to noon. As a consequence the
asymmetries are generally within the error intervals in this
region. However, the consistent behavior of the asymmetry
seen between 21:30 and 21:40 in Figure 5c, and between
21:45 and 22:10 in Figure 5b, suggests that the asymmetries
are real.
[25] In Figures 5e–5l we have divided the polar cap fur-

ther into three hours wide MLT sectors. These plots show a
more detailed picture of where the flux closed and how the
interhemispheric asymmetries developed. Most promi-
nently, the [0, 3] (Figure 5e) and [3, 6] (Figure 5f) MLT‐
sectors reveal that the asymmetry was much larger closer to
midnight as the OCBs in this sector propagated poleward.
After 21:50 UT, these sectors exhibited opposite asymme-
tries, which explains why the sum of these regions ([0, 6]),
Figure 5a, was symmetric.

Figure 4. Total open flux in both hemispheres (a) 12 May
2001 and (b) 23 October 2002. The flux in the Northern
(Southern) Hemisphere is shown in grey (black).
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[26] These observations show that auroral images from
only one hemisphere is insufficient to determine local
reconnection rate. In the [18, 24] MLT sector (Figure 5d),
the reduction of magnetic flux differed by ≈50 MWb in the
two hemispheres (20% of the initial flux content) during the
first 20 minutes. Since the reconnection rate necessarily is
equal in both hemispheres, this difference must be due to the
emerging interhemispheric asymmetry.

4. Discussion

[27] The 50 minutes of global conjugate coverage of an
auroral substorm presented in this paper reveals several
interesting features: (1) The polar cap boundaries propa-
gated poleward at different rates in the two hemispheres
during the substorm expansion phase, leading to inter-
hemispheric asymmetries in the polar cap boundaries. The
interhemispheric asymmetry was as high as 5° in some
regions. (2) The asymmetry differed from the classical view
[e.g., Cowley, 1981a, 1981b] that polar cap asymmetries in
essence is a global, uniform displacement. Instead, we
observe that the asymmetry was largest in regions where the
flux closure (tail reconnection) was strongest. Since the total
open flux content must be the same in both hemispheres,
such local asymmetries must be compensated for by an
opposite asymmetry at other regions, which is what we
observe.
[28] Comparing these findings to previous studies of

interhemispheric asymmetries is problematic for two rea-
sons. First, while many of the previous studies of inter-
hemispheric asymmetries have focused only on the

substorm onset location [Østgaard et al., 2004, 2005b,
2007; Liou et al., 2001], our findings show that interhemi-
spheric asymmetries may change rapidly during the sub-
storm expansion phase. This means that the formulas
derived from onset observations [e.g., Østgaard et al., 2004]
may not be valid during the substorm expansion phase. A
study of longitudinal asymmetries during the course of a
substorm could resolve this issue. Second, studies which are
restricted to local measurements of polar cap asymmetries
[Vorobyev et al., 2001] do not recognize the non‐uniform
nature in the asymmetry. For example, Figure 3b shows that
if we were restricted to local measurements in one of the
hemispheres, we would arrive at completely opposite con-
clusions, depending on which side of the magnetic midnight
meridian we are.
[29] The only earlier study that has utilized conjugate ima-

ges from IMAGE and Polar to study the entire auroral ovals,
Stubbs et al. [2005], showed that the ovals (as represented
by a best fit circle) were displaced in accordance with the
expected By and Bx effects [e.g., Cowley et al., 1991] and
dipole tilt effect [e.g., Oznovich et al., 1993]. Changes in
asymmetry were seen to be directly related to changes in
IMF orientation, consistent with newly opened field lines
being subject to magnetic stresses [Jørgensen et al., 1972].
The IMF control observed by Stubbs et al. [2005] is in
contrast to the observations in the present paper, where large
variations in asymmetry are seen, while the IMF remained
fairly steady (Figure 2). The most obvious difference
between the 12 May 2001 event, and the event studied by
Stubbs et al. [2005], 23 October 2002 (Figure 4b), is the
level of flux closure. The constant IMF and the rapid oval

Figure 5. Open flux in different MLT sectors in both hemispheres (grey for the Northern Hemisphere,
and black for the Southern Hemisphere). (a–d) Flux in 6 hours wide sectors, and (e–l) flux in 3 hours wide
sectors. The error bars in Figure 5 are sums of the absolute errors, and hence relatively larger than the
error bars in Figure 4.
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contraction suggests that the 12 May 2001 asymmetries were
not directly driven by the IMF influence on newly open field
lines, but rather by processes related to, or excited by tail
reconnection.
[30] The progression of the OCBs from a symmetrical

to an asymmetrical configuration implies that the bound-
aries moved at different velocities in the two hemispheres.
In the following we show that the ionospheric OCB velocity
depends on local reconnection rate, ionospheric convection
velocity, and parallel electric fields. We also show how these
quantities are related in a two‐hemisphere system. Then we
apply this relation on a segment of the OCBs in the 12 May
2001 event.

4.1. Open/Closed Boundary Motion

[31] The relation between polar cap motion and plasma
convection can be found using a similar approach as pro-
posed by Vasyliunas [1984] and applied in several recon-
nection studies [e.g., Østgaard et al., 2005a]. We start with
Faraday’s law:

I
Eþ u� Bð Þ � dl ¼ � @F

@t
ð1Þ

where F is the magnetic flux through a surface enclosed by
the integration path on the left hand side. u is the velocity of
the integration path with respect to the chosen coordinate
system.
[32] Now we specify two integration paths, shown in

Figure 6: Cm + Cp1 + Ci,N + Cp2 and Cm + Cp3 + Ci,S + Cp4,
where Ci,N and Ci,S are along the ionospheric OCB in the
Northern and Southern Hemispheres, respectively. Cm is
along the segment of the X‐line to which the two iono-

spheric paths map. The paths labeled Cp are chosen to be
along magnetic field lines. For the integration paths Cp, Ci,N

and Ci,S we assume the ideal MHD approximation to be true,

Eþ v� B � 0; ð2Þ

where v is the convection velocity of the plasma. A condi-
tion for this to hold is that the ion‐neutral collision fre-
quency is low. Østgaard et al. [2005a] showed that this
requirement can be accommodated by placing the Ci inte-
gration paths at 300 km, which does not significantly change
the latitudes inferred from auroral images (in which an
emission height of 130 km were assumed). Equation (2)
gives an expression for E, which can be substituted in
equation (1) everywhere, except along Cm. The integrand
then, ([v − u] × B) · dl, vanishes along Cp, since B is parallel
to dl. If Ek ≠ 0, equation (2) does not hold along Cp, but the
integrals along the Cp’s would cancel if the potential drop
along these paths are the same. In section 4.3 we discuss the
effect of non‐canceling parallel electric fields. The integra-
tion path is chosen so that it is tangent to the magnetic field,
and dF = B · ndS is identically zero everywhere. Therefore
the magnetic flux threading the surface is zero, and thus
constant, and the right hand side of equation (1) vanishes.
SinceB is either parallel to the X‐line or zero, u ×B = 0 along
Cm. Hence, equation (1) reduces to

Z
Cm

E � dl ¼
Z
Ci

v� u½ � � Bð Þ � dl: ð3Þ

For the Ci integration path, u corresponds to the velocity of
the ionospheric open/closed boundary. v is the ionospheric
convection velocity.
[33] This equation demonstrates that, if there is no

reconnection in the magnetosphere (E = 0 on the left hand
side), u = v, and the open/closed boundary moves exactly
with the plasma convection (adiaroic convection). The
equation also shows the equivalence between magnetic
reconnection rate, quantified by E, and plasma flow across
the OCB, v − u [Vasyliunas, 1984]. This identity has pre-
viously been used to assess tail reconnection rate from
combined measurements of OCB location and plasma flow
[e.g., de la Beujardiere et al., 1991; Blanchard et al., 1996;
Østgaard et al., 2005a; Hubert et al., 2008].
[34] The left hand side of equation (3) is common for both

paths of integration depicted in Figure 6, since conjugate
segments of the OCB map to the same X‐line. Setting the
right hand sides in the two equations (for the two inte-
gration paths) equal to each other, we get the relation between
ionospheric convection, open/closed boundary motion, and
magnetic field in the two hemispheres:

Z
Ci;N

v� u½ � � Bð Þ � dl ¼
Z
Ci;S

v� u½ � � Bð Þ � dl: ð4Þ

[35] From this equation it is clear that if the ionospheric
convection v is different in the two hemispheres, u may also
be different, and the OCBs may become asymmetrical.
However, this statement is not yet exact, since interhemi-
spheric differences in v may also be balanced by differences
in B, and by differences in the integration paths. We thus

Figure 6. Paths of integration. Cm is along a segment of the
X‐line, and chosen so that it is similar for the two loops. The
paths labeled Cp are along the magnetic field lines mapping
from the X‐line to the ionospheric footprints of the OCB,Ci,N

and Ci,S.
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need to make further considerations in order to use this
equation quantitatively.
[36] First, we make one approximation regarding the

integration paths: Let Ci coincide with circles of magnetic
latitude (the OCB is circular along Ci seen in magnetic
coordinates). We then introduce average values of the
quantities in the integrand, in order to solve the integral:

Z
Ci

v� u½ � � Bð Þ � dl ¼ LB? v� uð Þ ð5Þ

) LNB?;N vN � uNð Þ ¼ LSB?;S vS � uSð Þ ð6Þ

where L is the length of Ci, B? is the absolute magnetic field
perpendicular to dl, and v and u are velocities in the equa-
torward direction along magnetic meridians (the velocities
are assumed to be horizontal).
[37] In general, B?,N ≠ B?,S and LN ≠ LS, even when the

OCB segments are on the same magnetic latitude. This is
because the Apex coordinate system (and also the similarly
defined AACGM system) is irregular: In the region above 60°
magnetic latitude, the geographic distance corresponding
to one degree of magnetic latitude ranges from ≈93 km
(≈97 km) to ≈131 km (≈165 km) in the Northern (Southern)
Hemisphere. The length of one degree of magnetic longitude
will also vary along a circle of magnetic latitude.
[38] Conjugate images give us an estimate for the OCB

locations, which we can differentiate to get the OCB
velocity. The resulting unit is magnetic latitude per second,
which, according to the previous paragraph is not propor-
tional to m/s. In order to take this effect into account, we
transform equation (6) to magnetic coordinates. To do this,
we recognize that the OCB velocity, u′, measured in mag-
netic coordinates relates to the OCB velocity in equation (6),
u, by u′ = u/d, where d is the dimensionless ratio between a
unit length along a meridian in the magnetic system (not
constant), and a (constant) unit length in a regular system
(e.g., the length of one degree magnetic latitude, divided
by the length of one degree latitude in a regular system,
2pRE/360). Similarly, v′ = v/d. As discussed above, d is a
function of space (on the surface of the Earth). From now
on, primed quantities refer to quantities measured in magnetic
coordinates. Multiplying equation (6) by dN dS

dN dS
, we get,

dNLNB?;N v0N � u 0
Nð Þ ¼ dSLSB?;S vS

0 � uS
0ð Þ ð7Þ

) FN v 0N � u 0
Nð Þ ¼ FS vS

0 � uS
0ð Þ ð8Þ

where we have interpreted dLB? as the magnetic flux F in a
thin strip along the OCB of length L and width d (since d is
dimensionless, we will have to multiply the equation by a unit
length to justify this). An advantage of the Apex (and
AACGM) coordinate system is that the magnetic flux in areas
spanned by the same magnetic coordinates in the two hemi-
spheres, is equal. This means that, if the OCBs start out being
symmetrical, so that FN = FS, equation (8) implies that they
can become asymmetrical (u′N ≠ u′S) only if v′N ≠ v′S. Emerging
OCB asymmetries thus presupposes differences in the iono-
spheric equatorward convection in the two hemispheres.
[40] If, on the other hand, the OCBs are on different

latitudes, FN ≠ FS (assuming they span the same longitu-

dinal angle). In the Apex/AACGM systems, the amount of
magnetic flux in equally wide concentric circles diminish
towards the pole (in the longitudinal direction, the flux
content is constant in these circles). A consequence of this
can be seen if we put the convection equal to 0 in both
hemispheres, so that the OCB moves only in response to
magnetic reconnection. Then, u′S = FN

FS
u′N. If, say the

southern OCB is poleward of the northern OCB, FN > FS,
and the southern OCB will move faster than the northern
OCB. Hence, if the ionospheric footprints of an X‐line in the
tail (flux closure) are on different latitudes, the asymmetry
will be reinforced. We emphasize that this is more of a
geometric effect, introduced by the definition of the Apex
coordinates, rather than an increase in the field line distor-
tion. Nevertheless, this property must be taken into account
here, and it is also useful to be aware of, since it implies that
latitudinal asymmetries may be self‐reinforcing. If the
asymmetry is measured in magnetic flux, as in Figure 5, the
self‐reinforcement effect is compensated for.

4.2. OCB Motion: The 12 May 2001 Event

[41] We now solve equation (8) for the [18, 21] MLT
sector in the 12 May 2001 event. The conjugate images have
given us the average OCB location, from which we can find
u′S and u′N, and calculate FN and FS. All quantities are
considered as constant along the OCB segment. We also
need to assume that the two segments of the OCB are indeed
conjugate, and not displaced in longitude. To get the dif-
ference in ionospheric convection from equation (8), we will
have to make assumptions for the convection velocity in one
of the hemispheres. These assumptions necessarily intro-
duce significant errors. However, the purpose of this exer-
cise is to give a rough assessment of what the ionospheric
convection must be, in order to account for the observed
asymmetries. The choice of the [18, 21] sector is due to its
prominent OCB, large asymmetry, and the fact that two
DMSP spacecraft, carrying instruments which could mea-
sure the plasma convection, crossed the OCB in the two
hemispheres. We will use these measurements, and physical
considerations, to substantiate our estimate of the convection.
[42] The quantities in equation (8) for the [18, 21] MLT

sector are shown schematically in Figure 7. Figure 8a shows
the average location of the OCB in this sector (thin, solid),
with error (dashed). We have interpolated the values to a
common time resolution, and then calculated four minutes
averages (thick, solid). The Northern Hemisphere bound-
aries are shown in grey, and the Southern Hemisphere in
black. The change in latitude over time gives u′ for both
hemispheres, shown in Figure 8b. u′ is shown in units of
m′/s = (m/d)/s, where d is the scaling factor described in
section 4.1. At the OCBs considered in Figure 8, d is close
to 1 (d 2 [0.93, 1.12]), so that m′/s is always close to m/s.
However, we keep the primes for consistency with the
preceding section, and to emphasize the principal difference
between the magnetic coordinate system and a regular
coordinate system. Figure 8b shows that the poleward
velocity of the southern OCB is higher than the poleward
velocity of the northern OCB, which leads to the observed
increasing asymmetry. Figure 8c shows the evolution of FN/
FS (in our calculation, we used the magnetic flux within a
strip with a width of 1° magnetic latitude, centered at the
OCB latitude). The ratio is 1 where the OCBs are collocated,
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and otherwise in agreement with decreasing magnetic flux
towards the pole.
[43] The unknown quantities in equation (8) are v′S and v′N.

First we consider the case that v′S = v′N. The resulting con-
vection velocity is shown in Figure 8d. During the first ten
minutes, the convection is unrealistically strong. This is a
strong indication that the equatorward ionospheric convec-
tion must have been different in the two hemispheres during
this period. After 21:35 UT, the convection is reduced, but
still relatively strong (fluctuating between ≈−500 m′/s and
≈2500 m′/s). This behavior is also unrealistic, but considering
the inherent uncertainties in our method, we can not rule out
the possibility of symmetrical (or almost symmetrical) con-
vection during the last 10 minutes of the period.
[44] In order to obtain some reasonable value, we will set

the convection in one hemisphere to a fixed positive
(equatorward) value, and then use equation (8) to calculate
the other. In Figure 8e, the grey lines show v′N = 600 m′/s
(dashed) and v′N = 900 m′/s (solid). The corresponding
convection in the Southern Hemisphere is shown as black
curves. In both cases, the asymmetry between hemispheres
is strong (Dv′ ∼ 500 m′/s) in the first ten minutes, and
smaller towards the end. This shows that a difference in v of
≈500 m′/s, lasting for ≈10 minutes can account for the
observed asymmetries. The decrease in equatorward con-
vection seen in the Southern Hemisphere does however
seem unreasonable, considering the increase observed in

previous studies of ionospheric convection during substorm
expansion [e.g., Provan et al., 2004].
[45] We now use convection measurements from the two

OCB crossings by DMSP F15 and F13, as well as the results
from Figures 8d and 8e to suggest a more realistic scenario.
The convection measurements are shown in Figure 9.
Figures 9c and 9d show the value of the convection vector
composed from the RPA (parallel to the satellite track) and
IDM (perpendicular to the track) measurements projected
onto a magnetic meridian in the Northern and Southern
Hemispheres, respectively (positive in the equatorward
direction). The vertical dotted bars show the time when the
spacecraft crossed the OCB, as determined by particle pre-
cipitation measurements (Table 1). The values are averages
within 40 seconds bins (the nominal resolution is 4 seconds),
and the vertical bars denote the standard error. Only mea-
surements labeled “good” were used for this purpose. From
Figure 9, we get that vS ≈ 300 m/s at 21:32:30 UT, and vN ≈
600 m/s at 21:37:20 UT (diamonds in Figure 8f). Figures 9a
and 9b show the velocity vectors along the satellite tracks,
plotted on top of the auroral images closest to the OCB
crossing. In Figures 9a and 9b, the blue vectors denote mea-
surements of “good” quality, while the red vectors include
measurements labeled “caution.”
[46] In Figure 8f, we assume the convection in the

Northern Hemisphere to increase from 0 m′/s to 900 m′/s in
the first few minutes of the period, and decrease to 600 m′/s
at 21:35 UT. These velocities were chosen for two reasons:
First, it does not imply a reduction of the convection in the
Southern Hemisphere during the first ten minutes (as
opposed to the vN = const. case). Second, the velocities at
the times of the OCB crossings by the DMSP spacecraft
were chosen so that they are in accordance with the mea-
surements (d ≈ 1 so that m′/s ≈ m/s). This scenario confirms
that an interhemispheric difference in equatorward convec-
tion of ≈500 m/s (using d ≈ 1) during the first 10 minutes of
the period can account for the observed asymmetry. During
the remaining period, much of the still growing asymmetry
is handled by the self‐reinforcement effect discussed in the
previous section. However, some rather fluctuating differ-
ences in convection seem to remain.

4.3. Effect of Ekkk
[47] So far we have assumed Ek = 0 along the Cp inte-

gration paths, so that equation (2) is valid. If we allow for
parallel electric fields to be present, the integrals along Cp

become
R
Cp

Ekdl = DV, since the remaining terms in the
integrand in equation (1) are perpendicular to dl. If the
potential drop along the two Cp’s are equal, the effect of
parallel electric fields are canceled by the opposite direc-
tions of the integration paths. If, on the other hand, there is a
spatial gradient perpendicular to the magnetic field in the
electric potentials, so that the two field aligned integrals do
not cancel, we are left with a net potential drop in addition to
the terms in equation (3). Assuming this net potential drop is
only present in one hemisphere, we can follow the same
procedure as derived above, and arrive at equation (8), only
with the potential drop DV at one side of the equality,

dNLNB?;N v0N � u0Nð Þ ¼ dSLSB?;S vS
0 � uS

0ð Þ þDV ð9Þ

Figure 7. Schematic illustration of the quantities in
equation (8). The OCB motion, u′ is derived from mea-
surements of the OCB location (lOCB). This motion depends
on reconnection rate, and ionospheric convection. An
illustration of the convection pattern is shown as grey con-
tours (for clarity, only one hemisphere is shown). v′ is the
projection of the ionospheric convection v′ onto a magnetic
meridian. The grey strips along the OCBs mark the regions
containing the flux FN and FS in equation (8) (for numerical
reasons, we used a width of 1° magnetic latitude for the
strips). Figure 7 is shown in magnetic coordinates, and for
consistency with the text, we use primes to denote quantities
which can take different values when transformed to a
geographic coordinate system (except for lOCB).
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For the dimensions to be consistent, we write the F’s as
dLB?. This equation implies that, to accommodate the
potential drop, plasma must be allowed to cross magnetic
field lines (v′ ‐ u′ ≠ 0, at least in one of the hemispheres), in
such a way that differences in u′ may be introduced between
hemispheres. If, for simplicity, we assume dNLNB?,N =
dSLSB?,S = LB? and vN = vS (we skip the primes now, since
d is assumed to be 1), and let DV be positive (this could
correspond to an electric field anti‐parallel to the Cp3 inte-
gration path (parallel to the magnetic field) in Figure 6),

equation (9) gives the difference between uN and uS intro-
duced by the potential drop:

uN � uS ¼ DV

LB?
: ð10Þ

For a magnetic field of 50,000 nT and L ≈ 2000 km (which
corresponds approximately to a longitude segment of 45° at
75° latitude), we get LB? ≈ 100 Tm. For a parallel potential
drop of 5 kV, this corresponds to a difference between uN
and uS of 50 m/s. If this was allowed to go on for 20 minutes,
it would result in an interhemispheric asymmetry of ≈0.5°.
A difference in u of 50 m/s is thus much less than the typical
differences observed in Figure 8b. However, it should be
noted that this is an average value for the entire 45° wide
sector. If we reduced L, thus sharpening the gradient in DV,
the difference in u would grow, and could become a signifi-
cant factor in producing local interhemispheric field line
asymmetries.

4.4. Asymmetric Convection

[48] The scenario suggested by Figure 8f is that the
observed asymmetry in the 18–21 MLT sector in the 12 May
2001 event can be accounted for by a brief (∼10 minutes)
period of asymmetrical meridional convection (Dv ≈ 500m/s)
in the two hemispheres. The next question is why the con-
vection becomes asymmetric. In very general terms, the
answer to this question is that either the high‐altitude
(magnetospheric) region, which is the ultimate source of the
ionospheric convection, enforces the asymmetry, or that the
ionosphere responds differently to symmetrical forcing, or a
combination of these effects. In the 12 May 2001 event, two
parameters which are believed to contribute in separate re-
gions stand out: 1) The IMF Bx component was strong (By

was not), which, according to Cowley [1981b] can lead to
asymmetrical lobes, forcing the equatorial plane in the
negative z direction. Owing to the same forces, the northern
half of the field lines might be expected to be pushed inward
more efficiently, leading to the convection asymmetry.
However, this can not be the sole cause, since the OCBs
became asymmetric while the IMF was unchanging. 2) The
Northern Hemisphere was highly sunlit, and the Southern
Hemisphere was in darkness. The situation depicted in
Figure 8f resembles a northern, sunlit hemisphere which
responds promptly to a burst of earthward magnetospheric
convection, while the southern winter ionosphere lags
behind. The difference in ionospheric response could be due
to an excess of parallel electric fields in the southern winter
hemisphere compared to the summer hemisphere [e.g.,
Newell et al., 1996], which could decouple the southern
ionosphere from the magnetosphere. Another possibility is
that the pre‐existing convection in the northern summer
hemisphere, which according to statistical studies [Ruohoniemi
and Greenwald, 2005] of ionospheric convection should
be stronger than in the winter hemisphere, more easily ac-
commodates the change in magnetospheric convection. The
increased meridional convection imposed by the magneto-
sphere, which these explanations presuppose, has been
shown to be characteristic of the substorm expansion phase
[Provan et al., 2004; Bristow and Jensen, 2007]. The
Northern Hemisphere flow in Figure 8f is stronger than
typical observations reported by Provan et al. [2004] and

Figure 8. Equation (8) solved for the [18, 21] MLT sector
on 12 May 2001. (a) Magnetic latitude of the OCB in the
Northern (grey) and Southern (black) Hemispheres. The
thick curves were averaged over four minutes. The dashed
curves show the uncertainty. (b) OCB equatorward motion.
The unit is m′/s = (m/d)/s. (c) Ratio of the magnetic flux in
thin strips along the OCBs, FN/FS. (d) Equatorward con-
vection velocity, assuming v′N = v′S. (e) Equatorward con-
vection velocities in the south, assuming v′N = 600 m′/s
(dashed) and v′N = 900 m′/s (solid). (f) Equatorward con-
vection velocity in the south, assuming the convection in the
Northern Hemisphere follows the grey curve. The diamonds
mark convection measurements by two DMSP spacecraft.
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Bristow and Jensen [2007], but still at a reasonable level,
considering the above average strength of the substorm.
[49] The increased meridional flow is also in accordance

with the theory by Cowley and Lockwood [1992], who
proposed that the destruction of open flux implied by tail
reconnection leaves the magnetosphere‐ionosphere system
in an excited state, which is then brought back towards an
equilibrium by convection, thus making reconnection a key
prerequisite for convection. This concept is illustrated in
Figure 10, which is a copy of Cowley and Lockwood [1992,

Figure 7]. In Figure 10a, there is no generation or destruc-
tion of open magnetic flux, and consequently, there is no
flow across the OCB. In Figure 10b, impulsive reconnection
in the tail has closed an amount of flux, dF, causing the
ionospheric footprint of the X‐line to move to higher lati-
tudes. The convection, which has not yet commenced, will
now start to transport the OCB to the new equilibrium,
shown as a dotted‐dashed circle. The excited convection is
shown as arrowed loops in Figure 10c. In this panel, the
reconnection has ceased, and the OCB is transported

Figure 9. Ionospheric convection measurements from DMSP F13 and F15. (a) WIC image from the
Northern Hemisphere, taken approximately at the time when DMSP F13 crossed the open/closed bound-
ary at the dusk side. Horizontal convection measurements along the satellite track is also shown. Blue
color indicates data of good quality, while the red vectors include data labeled “caution”. (b) Same format
as Figure 9a, but with satellite track of DMSP F15, which crossed the southern OCB at dusk approxi-
mately when the image was taken. (c) Average convection velocity in the Northern Hemisphere projected
onto a magnetic meridian (positive in the equatorward direction). Each data point is an average of the
(“good”) measurements obtained at the UT on the x‐axis ± 20 seconds. The error bars show s/

ffiffiffi
n

p
, where

s is the standard deviation, and n (≥2) is the number of measurements. The vertical dotted bar marks the
time of the OCB crossing. (d) Same format as in Figure 9c, but for the Southern Hemisphere (DMSP
F15).
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towards the new equilibrium with the flow (u = v in
equation (3)). The new equilibrium is reached in Figure 10d,
and the convection has stopped. The closed flux, dF has
been redistributed to the area indicated by the dashed curve.
In reality, this process happens more continuously, and the
presence of reconnection on the dayside and on the nightside
is what leads to the familiar two‐cell convection pattern.
[50] According to this picture, the magnetospheric con-

vection should be strongest where the reconnection is
strongest. Therefore, due to differences in the ionospheric
response, interhemispheric asymmetries in the OCB might
also be expected to be strongest in these regions. This is in
excellent agreement with the observations presented in
Figure 5, which shows that the asymmetry is strongest in the
regions where more flux closes. The conspicuously more
circular OCBs in the northern than in the Southern Hemi-
sphere (Figure 3) might also be explained in terms of the
Figure 10 cartoon; if the Northern Hemisphere responded
more promptly to the magnetospheric convection excited
after flux closure in the tail, the ionospheric OCB would
reach equilibrium (circle) earlier than in the Southern
Hemisphere. In this process, the elevated convection in the

Northern Hemisphere, will also transport the OCB at the
regions flanking the X‐line to relatively lower latitudes,
which may explain the opposite asymmetries at dawn and
dusk.

4.5. OCB Asymmetries and Interhemispheric Currents

[51] The 12 May 2001 event also exhibited non‐conjugate
aurora which has been interpreted as ionospheric signatures
of interhemispheric currents [Laundal and Østgaard, 2009].
One of the non‐conjugate spots occurred at the dawn side in
the Northern Hemisphere, between 21:40 and 21:50 UT.
This coincides remarkably well with significant flux closure
in this region (Figure 5a), and a concurrent change in
asymmetry (most evident in Figure 5e). This strongly sug-
gests that the current and the field line perturbations
signified by the OCB asymmetries are interrelated. The
simplest realization of the field line perturbation, is to
consider the field lines to be deformed only in the radial
direction. In that case, the OCB asymmetry on the dawn‐
side is consistent with an additional perturbation magnetic
field in the outward direction, while the nightside asym-
metry is consistent with an inward perturbation field. By
Ampere’s law, the shear in the perturbation field between
these regions implies a current anti‐parallel to the field lines
(electrons down in the Northern Hemisphere), approxi-
mately collocated with the non‐conjugate dawn spot in the
north. Since in large‐scale space plasmas, the curl in mag-
netic field in general produces the current, and not vice versa
[Parker, 1996; Vasyliunas, 2005], the cause for the non‐
conjugate spot (which signifies a current) may therefore be
found if we can explain the OCB asymmetry (which sig-
nifies r × B).
[52] To this end, we need to know the parameters which

govern the convection during the substorm expansion phase,
and hence the emerging asymmetries in the magnetic field.
We have pointed out two possible candidates in the 12 May
2001 event: The IMF Bx, and the dipole tilt angle (through
interhemispheric differences in ionospheric conductivity).
To properly address this question, more statistics is needed.
Because of the lack of global conjugate images, the most
practicable way of doing this is by MHD modeling, or by a
superposed epoch analysis of substorm observations in one
hemisphere. This is reserved for a future work.

5. Conclusions

[53] We have used two serendipitous constellations of the
IMAGE and Polar spacecraft, both equipped with UV im-
agers, to study the conjugate auroral ovals. We have focused
on the size and shape of the dim region encircled by the
bright aurora. The magnetic flux content in these regions
were found to be equal. This indicates that the polar caps,
as observed in UV images, are cross sections of the open
magnetic flux, as is often assumed.
[54] In one of the events, 12 May 2001, a significant

amount of flux closed during the expansion phase of a
substorm. Concurrently, the open/closed boundary in the
two hemispheres became highly asymmetrical. The emerging
asymmetries were strongest in the regions where magnetic
flux closed most rapidly. In neighboring regions, an opposite
asymmetry was observed, preserving equal amounts of open
flux.

Figure 10. Cartoon showing how ionospheric convection
is excited after magnetic flux closes. The solid curves indi-
cate the open/closed field line boundary. (a) Static situation,
in which no flux is opened on the dayside or closed on the
nightside, and consequently there is no convection. The total
open flux content is F. (b) Impulsive tail reconnection has
closed flux (dF), causing a perturbation to the boundary.
The dashed‐dotted line indicates the new equilibrium
OCB. (c) The tension associated with the perturbed bound-
ary in the magnetosphere excites convection (arrowed solid
loops), transporting the OCB towards a new equilibrium.
The dashed curve indicates the boundary of the closed flux.
(d) A new equilibrium has been achieved. The dashed curve
indicates the location of the redistributed, newly closed
flux. Figure 10 is a copy of Cowley and Lockwood [1992,
Figure 7]. With kind permission of Springer Science +
Business Media.
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[55] These observations strongly suggest that the inter-
hemispheric asymmetry at the footprints of the magnetic
field lines increases, and hence the magnetic field is
deformed during the course of a substorm. This has not been
recognized in previous studies of interhemispheric symme-
try. The local nature of the asymmetries seen in this study
implies that local measurements of the asymmetry may give
an incomplete view of magnetospheric geometry. A com-
plete view of interhemispheric asymmetries, and hence its
causes, can only be given if temporal and spatial variations
are considered.
[56] We have shown that open/closed boundary asymme-

tries can only arise if the ionospheric convection velocities are
different in the two hemispheres, or in the presence of
spatial gradients in field aligned electric potential drops
along the OCB. A quantitative analysis of the [18, 21] MLT
sector revealed that most of the emerging asymmetry in this
sector could be accounted for if the ionospheric convection
in the meridional direction differed by ≈500 m/s in the two
hemispheres for the first ∼10 minutes of the expansion
phase. We suggest that the cause for the different convection
velocities are differences in the ionospheric response to an
increase in magnetospheric convection during the substorm
expansion phase. The difference in ionospheric response can
be due to the large seasonal differences. The strong Bx

component in the IMF could also contribute to an OCB
asymmetry [Cowley, 1981a], although this effect seems less
likely, since the IMF remained almost constant, while the
asymmetries changed rapidly.
[57] The clear dependence of the OCB asymmetry on

reconnection rate (Figure 5) suggests that the observations
presented in this paper represent an intrinsic phenomenon
during substorm expansions, when flux closes rapidly in the
tail [e.g., Milan et al., 2009]. We have identified the IMF
and ionospheric conductivity differences in the two hemi-
spheres as two potential sources for the asymmetry. In other
events, when By ≠ 0, we might expect polar cap asymmetries
to appear under the influence of the different flow strengths
in the two convection cells [Provan et al., 2004]. However,
to firmly determine the parameters responsible for the
asymmetries, more statistics is needed.
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Seasonal and IMF dependent polar cap contraction during

substorm expansion phase

K. M. Laundal,1 N. Østgaard,1 H. U. Frey,2 and J. M. Weygand3

Abstract. Recent observations from simultaneous imaging in two hemispheres have shown
that the polar caps can attain considerably different shapes as the auroral ovals contract
during substorm expansion phase. In this paper we use images from 2770 substorms to
study the evolution of the polar cap boundary location statistically. We show that dur-
ing the first 26 minutes after substorm expansion phase onset, the polar cap boundary
location depends on seasons, IMF By, and IMF Bx. For different signs of By, with |By| >
3 nT, the asymmetry in polar cap boundary observed at onset increases during expan-
sion phase, consistent with an increase in tail reconnection of field lines with asymmet-
rical footprints. When Bx > 2 nT and |By| < 2 nT, the polar cap boundary dawn-
ward of the onset propagates slightly further poleward compared to negative Bx con-
ditions. In the sunlit hemisphere, the polar cap boundary evolves from a pronounced equa-
torward displacement at onset, to an almost reversed displacement during the expan-
sion phase, compared to substorms observed in darkness. Substorms in the dark hemi-
sphere also have a much more pronounced bulge than substorms in the sunlit hemisphere.
If the interpretation of the poleward auroral boundary as being coincident with the open/closed
field line boundary (OCB) is correct, the seasonal differences in OCB locations imply
seasonal differences in the ionospheric convection during substorm expansion phase.

1. Introduction

It is now well established that the Earth’s magnetic
field can be perturbed, such as to imply temporal inter-
hemispheric asymmetries in magnetic field line footprints.
This can be clearly seen by observing the aurora simulta-
neously in the two hemispheres, since similar auroral forms
are ionospheric footprints of the same magnetic field lines
(e.g., Østgaard et al. [2004]). The distortion of the field
lines, which is implied by such observations, is ultimately
an effect of the interaction between the Earth’s magnetic
field, and the interplanetary magnetic field (IMF), which is
transported away from the sun by the solar wind plasma.

Most of our quantitative knowledge about how the IMF
orientation affects inter-hemispheric asymmetries stems
from studies of the onset of auroral substorms (Liou et al.
[2001]; Østgaard et al. [2005, 2007]; Wang et al. [2007]). The
onset of a substorm can be seen as a moment of transition
between a relatively calm and steady state, to a disturbed
state. After the onset, the magnetotail becomes more dipo-
lar (e.g. Baumjohann et al. [1999]), and excessive reconnec-
tion of open magnetic field lines takes place (as observed
by e.g. Blanchard et al. [1997]). The significant and global
changes that occur in the magnetospheric geometry during
this period are also likely to change the prevailing inter-
hemispheric differences.

In two recent studies of conjugate global auroral images
during the course of a substorm, large and varying asymme-
tries in intensity (Laundal and Østgaard [2009]) and mag-
netic field line footprint (Laundal et al. [2010]) were re-
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ported. The latter study showed that, as the polar caps con-
tracted during a substorm expansion phase, their shapes be-
came different. The asymmetries were largest in the regions
where the polar caps contracted the most. It was shown
that the asymmetries could be accounted for, if excitation
of ionospheric convection lagged by ≈ 10 minutes in one
hemisphere, compared to the other. The inter-hemispheric
differences in this event could either have been due to the
large x component of the IMF (the y component was negli-
gible), or the large seasonal differences.

In the present paper, we investigate statistically the effect
of these parameters on auroral poleward propagation. The
basis for the study is ∼ 30, 000 images from 3943 substorms
observed by the Wideband Imaging Camera (WIC) dur-
ing the lifetime of the Imager for Magnetopause-to-Aurora
Global Exploration (IMAGE) satellite, and identified by
Frey et al. [2004]; Frey and Mende [2006]. In their study,
substorms were defined as clear local auroral brightenings,
expanding in latitude and longitude for at least 20 min-
utes. In addition, they eliminated events which occurred
less than 30 minutes after the previous onset. This defini-
tion is a quantification of the qualitative auroral substorm
description presented by Akasofu [1964]. Several subsequent
substorm studies have substantiated and elaborated on the
Akasofu [1964] substorm picture. Of particular importance
to the present paper are the studies of the poleward auro-
ral boundary motion during substorms, inferred from global
images, both in event studies [Craven and Frank , 1987; Brit-
tnacher et al., 1999; Milan et al., 2003], and statistically
[Mende et al., 2003; Gjerloev et al., 2008]. One of the find-
ings of Mende et al. [2003] and Gjerloev et al. [2008] was
that the poleward boundary on average propagates furthest
poleward close to the magnetic local time of the substorm
onset. It is the aim of the present paper to investigate the de-
pendence of the poleward propagation on seasons and IMF
orientation. We focus on the Bx and By components of the
IMF, since they are believed to affect the two hemispheres
differently, producing inter-hemispheric asymmetries.

We use an automated routine to identify the poleward
boundary of the aurora, assumed to be co-located with the
open/closed magnetic field line boundary (OCB), at sub-
storm onset and at four time steps up to 26 minutes into

1
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the substorm expansion phase. Looking at average values of
the location of this boundary for substorms selected accord-
ing to the concurrent IMF orientation and seasonal condi-
tions, we find that the morphology of the polar cap during
substorm expansion phase is significantly affected by these
parameters. Two mechanisms are proposed to dominate in
the production of these asymmetries: Tail reconnection of
magnetic field lines with footprints at asymmetrical points
in the ionosphere, and an asymmetrical response in the iono-
sphere to excitation of magnetospheric convection.

In the next section, we describe the method that was used
to compile the set of OCBs which constitutes the basis for
this study, as well as the parameters according to which the
substorms are binned. In Section 3, average boundaries are
presented, and differences due to season and IMF are re-
ported. In Section 4, we discuss various mechanisms which
might explain these observations, and Section 5 concludes
the paper.

2. Method

The basis for this study are images from substorm onset
and expansion phase during the 3943 substorms that Frey
et al. [2004]; Frey and Mende [2006] identified in images from
the WIC camera on the IMAGE satellite. The IMAGE satel-
lite was launched on 25 March 2000, and it provided data
until December 2005. During its first years, the apogee at
≈ 7RE was close to the North pole, and in the later years of
the mission, apsidal precession had moved it to the southern
hemisphere. Most of the substorms in this study are from
the first years, because of longer continuous monitoring of
the auroral zone, and because of an increasingly inaccurate
pointing in the last years of the mission. We made a rough
evaluation of the pointing accuracy in each observed sub-
storm, based on the image from substorm onset: First, we
removed a few events after manual inspection showing the
aurora to be positioned away from the auroral zone. Sec-
ond, we made sure that the location of the substorm onset,
as reported by Frey et al. [2004]; Frey and Mende [2006],
was associated with a local maximum in auroral intensity.
Having experimented with different subsets of the resulting
data set, we conclude that the inclusion of events late in
the IMAGE mission did not change the results significantly,
other than contributing to the statistical basis. The images
used in this study are from the WIC [Mende et al., 2000].
WIC provided images in the Lyman-Birge-Hopfield wave-
length band (140 - 190 nm). Being mounted on the spinning
satellite, it produced images every 123 seconds (the satellite
spin period), and had 10 seconds integration time.

The coordinate system used in this study is Apex coordi-
nates (Richmond [1995]). This coordinate system is based
on the International Geomagnetic Reference Field (IGRF),
and it produces symmetrical coordinates in the two hemi-
spheres at points which are on the same field lines in the
IGRF (the assumed emission height is 130 km). Inter-
hemispheric asymmetries are therefore readily understood
as deviations from the IGRF. The difference between Apex,
and the other commonly used system for auroral zone stud-
ies, AACGM, is negligible, since these systems are defined
almost similarly.

Measurements of the IMF were obtained from the Ad-
vanced Composition Explorer (ACE) spacecraft, which is
located in orbit around the L1 point, ∼ 250RE sunward of
the Earth. The measurements were time shifted to the day-
side magnetopause using the Weimer et al. [2003]; Weimer
[2004] method, which uses a minimal variance analysis to
include the geometry of the IMF in the time-shift estimate.
For each substorm, one value for the components of the IMF
was assigned (if data was available): The average in the pe-
riod 30 minutes prior to onset, until 20 minutes after on-
set. Changing this definition to other time windows close to
onset did not produce noticeable differences in our results.

Neither did imposing constraints on the variability of the
IMF.

The substorms were also binned according to seasons, pa-
rameterized by the tilt angle of the dipole axis. This is the
axis of a best-fit dipole to the IGRF, and it is tilted at
an angle of ≈ 12◦ with respect to the Earth’s rotational
axis. The values of the tilt angle therefore range between
−35◦ (minimum at northern winter solstice) and 35◦ (max-
imum at northern summer solstice). We use the terms posi-
tive tilt/summer/sunlit interchangeably. However, since the
best-fit dipole axis (which also gives the magnetic poles in
Apex coordinates) does not pass through the center of the
Earth, the tilt angle does not correspond to a unique lo-
cation of the sunlight terminator seen in Apex coordinates.
Having experimented with bins according to UT and various
thresholds for the tilt, we can safely say that this discrep-
ancy does not significantly affect our results.

2.1. OCB identification

Several studies have used auroral images to determine the
open/closed field line boundary (e.g. Milan et al. [2007];
Hubert et al. [2008]; Boakes et al. [2009]), and the valid-
ity of the method has been substantiated by Carbary et al.
[2003]; Boakes et al. [2008], by comparing with boundaries
inferred from low-altitude in-situ particle precipitation mea-
surements. These authors also found a systematic bias, with
the UV determined boundary being equatorward of the par-
ticle boundary at dawn, and slightly poleward at dusk. De-
spite deviations, we shall use the terms OCB and poleward
auroral boundary interchangeably. We do this, believing
that while the actual OCB may be slightly displaced from
our observed boundaries, the two boundaries are highly cor-
related, and that any bias is independent of substorm selec-
tion criteria (dipole tilt angle and IMF orientation).

To determine the OCB we use a scheme first suggested
by Carbary et al. [2003]: The intensity as a function of lati-
tude is found in 1 h wide magnetic local time (MLT) sectors,
with a latitudinal resolution of 1◦ magnetic latitude. Using
a least-squares method, the following function is fitted to
the resulting intensity profile:

f(λ) = a1e
− 1

2

(
λ−a2
a3

)2
+ a4 + a5λ+ a6λ

2 (1)

where λ is magnetic latitude and ai are constants deter-
mined by the least-squares method. The Gaussian defined
by a1,2,3 usually coincides with the aurora, and the quadratic
function defined by a4,5,6 handles the background, including
the the sunlight induced dayglow. In the case of a successful
fit, the boundary is assumed to be located one full width at
half maximum (FWHM) poleward of the peak of the Gaus-
sian:

λOCB = a2 + FWHM = a2 + 2a3
√

2ln(2). (2)

In applying this method to a large number of intensity
profiles (more than 500,000 intensity profiles were fitted for
this study), a precise test of the goodness of fit is essential.
We use a set of criteria which are slightly different from the
criteria used by Carbary et al. [2003] and Boakes et al. [2008].
Since we rely on these validation studies, we have made a
detailed comparison between the two methods of testing the
fit. We find that our more liberal criteria yield between 2
and 4 times more valid boundaries, without introducing sig-
nificant errors. An extensive description of our method, and
a detailed comparison with earlier methods is given in the
appendix.

We note that the use of Equation 1 introduces a bias
towards single oval events. According to Gjerloev et al.
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[2008], the latitudinal intensity profile during substorm ex-
pansion phase is in general approximated more effectively
by a double Gaussian, than a single Gaussian. Double au-
roral ovals are believed to be most pronounced during the
recovery phase of substorms [Elphinstone et al., 1995], and
possibly more frequent in substorms that occur during saw-
tooth events [Henderson et al., 2006]. The results in the
present study may therefore be more representative of the
expansion phase of isolated substorms. According to Huang
et al. [2009], isolated substorms are associated with less open
flux (OCB at higher latitudes) at substorm onset, and less
flux closure during the expansion phase, compared to sub-
storms during sawtooth events.

We are not concerned with the total flux content of the
magnetosphere, and therefore do not need to make an indi-
rect estimate of the boundaries which are not successfully
fitted, in order to make the OCB a closed loop. Only bound-
aries satisfying the chosen requirements are used. We only
use boundaries from 12 hours wide sectors on the nightside,
and 12 hours wide sectors centered at substorm onset. In
order to promote images with good coverage and clear ovals,
we discard an image if less than 5 out of these 12 boundaries
are successfully identified.

3. Observations

With the above selection criteria, and with some events
late in the IMAGE mission removed because of errors in
satellite pointing, we are left with 2770 substorms. Sub-
storms from both hemispheres were used, although the vast
majority were observed in the northern hemisphere. For the
substorms observed in the southern hemisphere, we changed
the sign of IMF By and the tilt angle, assuming that these
parameters affect the two hemispheres symmetrically.

3.1. Format of Figures 1, 2 and 3

We present three figures with common format, one show-
ing the average behavior of all substorms (Figure 1), one
where the substorms are binned according to tilt angle (Fig-
ure 2), and one where they are binned according to the value
of By (Figure 3).

For each substorm, we pick nine images: The onset im-
age, and images number 3, 4, 6, 7, 9, 10, 12, and 13 after
onset. The average OCBs in the onset images are labeled
t = 0, while boundaries from consecutive images (image
number 3 and 4, 6 and 7 etc.) from the expansion phase
are labeled by the average time, in minutes, after the onset
images: 7.2, 13.3, 19.5, and 25.6 (the satellite spin period
is 123 s). The grouping of consecutive images in common
bins is done to increase the statistical significance. Different
times are marked by different colors in the plots. The up-
per limit of 25.6 minutes was chosen for the present study
for the sake of clarity of the figures, and because of reduced
statistics in the later phase of the substorm. In Figures 2
and 3, where the substorms are chosen according to tilt and
By, different signs of these parameters are distinguished by
dashed and solid lines.

In Figures 1, 2 and 3, the column labeled ’a’ shows the
average OCBs in 12 one hour wide magnetic local time sec-
tors, centered at midnight. In columns b, c, and d, the
boundaries contributing to the average were binned by their
location relative to the MLT of the substorm onset. Nega-
tive numbers indicate boundaries that are duskward of the
onset, while positive numbers are dawnward of the onset.
In columns c and d, the substorms were grouped depending
on the location of the substorm onset relative to the me-
dian of onset locations for the whole Frey et al. [2004]; Frey
and Mende [2006] data set, which is 22.9 MLT. Columns c
show substorms with onset duskward of the median, while
columns d show onsets dawnward of the median. The sub-
storm onsets furthest towards noon (at either side of mid-
night) occurred at 16.9 and 4.2 MLT, constituting the most

westward and eastward substorms included in columns c and
d respectively.

For the boundaries at onset, and at t = 25.6, which are
the times with the least statistical basis, the thickness of
the curves constitute the average plus/minus half the stan-
dard error, s/

√
n, where s is the standard deviation in each

bin, and n is the number of points upon which the average
is based. For clarity, we only show the error for the se-
lection criteria giving the least number of valid boundaries
(e.g., the sunlit hemisphere, where the Gaussian fit is less
likely to succeed). The thickness of these curves can there-
fore be regarded as the maximum error in each figure (with
the single exception of Figure 3c). The lower panels show
the number of points used to determine each of the average
boundaries.

3.2. Average OCBs for all substorms

In Figure 1 we show the average evolution of the OCB
for all substorms with acceptable data quality.

On average, substorm onset can be seen as a time when
the magnetosphere/ionosphere changes from an undisturbed
state to a disturbed state. The black curve in Figure 1a
therefore tells us that on average, during quiet conditions,
the OCB on the nightside (and likely for the whole oval) is
furthest equatorward at midnight. This is perhaps not sur-
prising, since we know that the oval generally is displaced
towards midnight [Meng et al., 1977], presumably under the
influence of the anti-sunward momentum of the solar wind,
and intuitively, midnight is where this effect converges to
a maximum. Another interesting point is that the latitude
increases faster with distance from midnight towards dawn,
than towards dusk. This effect is probably even underes-
timated in the data, since UV image determination of the
OCB has been shown to have a bias towards equator at the
dawnside, compared to the boundaries inferred from low-
altitude in-situ precipitation measurements (Carbary et al.
[2003]; Boakes et al. [2008]). We show in Section 3.6 that the
region dawnward of the onset is associated with a larger in-
crease in the width of the oval, than on the dusk side, which
could account for some of the observed difference between
these regions.

For the t > 0 curves, we note the following: 1) The av-
erage boundary propagates poleward monotonically for at
least 25.6 minutes after onset. 2) Local maxima are ob-
served in all t > 0 curves, but the maximum is much clearer
in the plots where we look at the relative MLT (b, c, d).

These two observations are in very good agreement with
what we expect from Akasofu [1964]; Mende et al. [2003];
Gjerloev et al. [2008]. The local maximum is the poleward
boundary of the auroral bulge, and we shall refer to this
maximum as the bulge from now on. If the interpretation of
the poleward boundary as coincident with the OCB is cor-
rect, this pattern can only mean that the expansion phase
of substorms, on average, are associated with tail reconnec-
tion, closing magnetic flux to allow precipitation on closed
field lines to expand poleward. Further, the tendency for the
poleward propagation to be centered at onset shows that the
X-line on average is located close to the same magnetic local
time as the substorm onset.

Figures 1c and 1d show quite different shapes of the OCB,
but they both reveal a tendency that the poleward expan-
sion is stronger duskward of the onset. This could be an ef-
fect of stronger anti-sunward convection closer to midnight,
transporting the OCB (in the sense described by Cowley and
Lockwood [1992]) equatorward faster in this region, rectify-
ing the effect of tail reconnection.

No smoothing was applied to the curves in Figure 1 (nor
in the following figures), but still no clear signs of statistical
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Figure 1. The figure shows average OCBs at fixed magnetic local times (a), and at magnetic local
times relative to the MLT of the substorm onset (b, c, and d). Different colors indicate the time relative
to substorm onset. Figures c and d are based on substorms with onset westward and eastward of 22.9
MLT, respectively. For the onset curves and the last expansion phase curves, the thickness constitutes
the error intervals. The histograms in the lower row shows the number of points upon which each average
is based. See Section 3.1 for details.

Table 1. The average magnetic latitude of the poleward boundary of the aurora at the onset magnetic local
time, as a function of time [minutes] after substorm onset, from Figure 8 in Mende et al. [2003], Gjerloev et al.
[2008], and this study. Gjerloev et al. [2008] used a normalized substorm time, and the numbers marked by *
correspond to their T = 0.5 and T = 1.0, where T = 1.0 denotes the end of the expansion phase

Substorm time Mende et al. [2003] Gjerloev et al. [2008] This study
0 68.0 68.7 69.0

7.2 70.3 - 71.0
13.3 70.9 71.7* 71.6
19.5 71.3 - 72.0
25.6 71.7 74* 72.1

noise is observed. The t > 0 curves all seem to follow the
same pattern. This is a good indication that they represent
real phenomena, and not something which is artificially pro-
duced by the fitting and selection methods. Although the
curves become less smooth due to the reduced statistics, all
the following figures show a consistent pattern which is hard
to discount as artificial.

We can compare the boundary at the substorm onset lo-
cation to two earlier studies using global UV imagers. Mende
et al. [2003] looked at the average of 91 substorms seen by
IMAGE WIC, and Gjerloev et al. [2008] studied 116 sub-
storms seen by the Visible Imaging System (VIS) Earth
camera on the Polar satellite. Our statistical data set is
more than a factor of 20 larger than in these previous stud-
ies. In Table 1, we compare the average poleward boundary
at the substorm onset MLT in this study (Fig. 1b) and
in the studies by Gjerloev et al. [2008] and Mende et al.
[2003]. Compared to the Mende et al. [2003] study, we con-
sistently observe higher latitudes, but the difference is only
1◦ at onset, and decreasing after that. Comparison with
Gjerloev et al. [2008] is more difficult to make, because they
applied a normalization technique where T = 0 was defined
as onset, and T = 1 as the end of the expansion phase.
Their T = 0 boundary is only 0.3◦ equatorward of our on-
set boundary. In Table 1, we also present the boundary for

T = 0.5 from Gjerloev et al. [2008], which compares well to
the t = 13.3 boundary in our study, and T = 1.0 which is
further poleward than our last boundary. It is likely, from
the monotonic poleward propagation in Figure 1 and from
Mende et al. [2003], that the end of the expansion phase
on average comes later than 25.6 minutes after onset, which
might explain this discrepancy.

Mende et al. [2003] and Gjerloev et al. [2008] used a dou-
ble Gaussian instead of a single Gaussian to fit the auroral
oval. As stated earlier, the exclusion of many pronounced
double ovals in the present study may represent a bias and
contribute to the differences seen in Table 1. Gjerloev et al.
[2008] also specifically required that the auroral bulge was
in darkness. As we will show, this selection criterium has a
profound influence on the average evolution of the substorm
aurora, and also contributes to the differences.

3.3. Average OCBs for substorms selected according
to dipole tilt angle

In Figure 2 we present two separate groups of substorms:
Solid lines show substorms occurring when the dipole tilt
angle was greater than 15◦, and the dashed lines show sub-
storms occurring when the dipole tilt angle was less than
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Figure 2. The figure shows average OCBs for substorms with onsets during periods when the dipole
tilt angle was greater than 15◦ (solid) and less than −15◦ (dashed). The format is the same as in Figure
1. The format is also explained in Section 3.1. #ss denotes number of substorms in each bin.

Figure 3. The figure shows average OCBs for substorms with onsets when the IMF By < −3 nT
(dashed) and IMF By > 3 nT (solid). The format is the same as in Figure 1. The format is also
explained in Section 3.1.

−15◦. For observations in the southern hemisphere, we have

changed the sign of the tilt angle, so that positive tilt always

corresponds to sunlit conditions. As is clear from the lower

panels in this figure, the Gaussian fit is less likely to succeed

in sunlit conditions, and the error intervals (filled by black

and green colors) are therefore only shown for positive tilt.
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We first note that there is a clear tendency that the sum-
mer hemisphere OCB is on lower latitudes at substorm on-
set, than in the winter hemisphere. This agrees well with
earlier studies [Oznovich et al., 1993], and the presumption
that the solar wind momentum, which affects the summer
hemisphere more, displaces the oval towards midnight.

Two features stand out in the t > 0 curves: 1) The bulge
is much more pronounced in the winter hemisphere. This
is seen in all panels and for all t > 0. This tendency be-
comes increasingly clear as t increases. The difference is
most pronounced when the OCBs are sorted according to
their location relative to the onset MLT. 2) The asymme-
try between seasons seen at onset is severely reduced dur-
ing the expansion phase, and at some MLTs, even reversed.
We show in Section 3.6 that the width of the oval increases
faster in the summer, contributing to the apparent decrease
in OCB asymmetry. The only MLTs where the winter OCB
is leading the summer OCB is at the bulge. The asymme-
tries in the OCB shown in Figure 2a resemble the seasonal
differences in the magnetic latitude of the substorm auroral
electrojet, reported by Wu et al. [1991]. We discuss possible
explanations for the asymmetries in Section 4.

Increasing the threshold of 15◦ gave the expected result
of increased differences, but decreased statistics.

3.4. Average OCBs for substorms selected according
to the value of IMF By

In Figure 3, we group substorms according to the aver-
age value of (time shifted) IMF By in the period 30 minutes
prior to, and 20 minutes after onset. Dashed curves had
By < −3 nT, and solid curves had By > 3 nT. Because of

Figure 4. a) Average OCBs during substorms selected
according to the value of By (a) and Bx (b), with the
absolute value of the other component kept less than 2.
Dashed lines denote substorms when the IMF orienta-
tion presumably was in the Parker spiral sector By < 0,
Bx > 0, while the solid lines show By > 0, Bx < 0. Both
figures show the OCBs at a given distance from the onset
MLTs, similar to the format in Figures 1b, 2b, and 3b

the Parker spiral configuration of the IMF, this figure is very
similar to what we get if we select substorms according to
Bx > 3 nT and Bx < −3 nT instead. In Section 3.5 we try
to isolate the effect of the two components.

At substorm onset, the OCBs are quite similarly shaped
for different signs of By, but the boundaries for By > 3 nT
are displaced dawnward, compared to By < −3 nT. This is
most clear in panels b and c. During the expansion phase,
the shift remains stable for the boundaries furthest out on
the flanks, which are not affected by the emerging bulge.
This shift in the boundary location is consistent with a
global By dependent displacement of the auroral ovals, in
the direction consistent with a net ”penetration” of the IMF
By into the magnetosphere (e.g., Wing et al. [1995]) and the
”dipole plus uniform field” model, described by Cowley et al.
[1991].

During the expansion phase (t > 0), there is a very clear
tendency in Figure 3 that the poleward propagation of the
OCB is skewed duskward when By is positive. A duskward
skew was also apparent in Figure 1, where averages of all
substorms were considered. However, this tendency seems
to increase when By is positive. When By is negative, a
much weaker duskward skew is seen in Figures 3a, b, and c.
In Figure 3d, the By < −3 nT substorms are even skewed
slightly dawnward.

The most striking effect of increasing the |By| threshold
beyond 3 nT was to move the average boundaries equator-
ward, while decreasing the statistics. Decreasing the thresh-
old led to smaller asymmetries.

3.5. Bx effect on substorm expansion

Figure 4 shows OCBs grouped according to By (a) and
Bx (b), with the other component kept less than 2, in ab-
solute value. The format is the same as in panels b in the
previous figures. Dashed curves correspond to the Parker
spiral sector By < −2 nT and Bx > 2 nT, while solid curves
correspond to By > 2 nT and Bx < −2 nT. We notice that
Figure 4a is very similar to Figure 3b, as we might expect.

Figure 4b shows that the OCB is consistently on slightly
higher latitudes when Bx is positive. This is the exact op-
posite of what we expect from a ”partial penetration” of the
IMF into the nightside magnetosphere. Since the boundaries
sorted by By in the same Parker spiral sector shows the op-
posite asymmetry, we conclude that this is not an effect of
the correlation between Bx and By.

The reduced threshold, 2 nT rather than the 3 nT thresh-
old in Figure 3, was chosen to keep the number of substorms
in each group high, despite the introduction of an additional
constraint on the By (Bx) component in Figure 4a (4b).

3.6. Seasonal and IMF influence on the FWHM of
the auroral oval

The definition of the OCB as being one FWHM poleward
of the peak of the Gaussian introduces a certain ambiguity:
Poleward motion of the OCB could signify a shift in the
peak location, or a widening of the oval. To distinguish be-
tween these effects, we show in Figure 5 the distributions
of the FWHM with a similar format and selection criteria
as in panels b in Figures 1, 2, 3, and 4. This figure shows
that, as expected, the oval becomes increasingly wide at
the location of the bulge during the expansion phase. The
widening of the oval is more severe dawnward of the onset,
than duskward of the onset, accounting for at least some of
the difference in OCB expansion between these regions.

Figure 5 also shows that the IMF orientation has only
a small effect on the FWHM (c and d). However, during
summer, the oval is generally wider than during winter (b).
Further, the oval widens faster during the expansion phase
in the substorms observed in the summer hemisphere. This
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Figure 5. The full width at half maximum (FWHM) of the same intensity profiles used in a) Figure
1b, b) Figure 2b, c) Figure 3b, and d) Figure 4c. The number of points (n) which each average FWHM
is based upon is shown below the mentioned figures. The width of the solid t = 0 and t = 25.6 curves
shows the standard error of the mean.

means that part of the stronger poleward expansion seen
in the summer hemisphere, compared to the winter hemi-
sphere, is due to a widening of the oval.

From the validation studies by Carbary et al. [2003] and
Boakes et al. [2008], we can not be sure that Equation 2
is valid for all possible ranges of the FWHM. If this equa-
tion for the OCB introduces a FWHM dependent error, this
shortcoming will however not affect the qualitative compar-
ison between OCBs for different seasons and IMF orienta-
tions, unless the FWHM also changes with these parameters.
Therefore, the more rapid widening of the auroral oval in the
summer hemisphere could indicate that we overestimate the
poleward propagation, compared to the winter hemisphere.

This is further supported by considering the reduction of
open magnetic flux from substorm onset to t = 7.2 indi-
cated by Figure 2b: In the summer hemisphere, the bound-
ary propagates further to the pole, traversing a larger area
and hence more magnetic flux, than the OCB in the win-
ter hemisphere. Since the amount of traversed magnetic
flux should on average be equal during the two seasons, this
difference constitutes a paradox unless it is balanced some-
where else along the OCB, which does not seem to be the
case. This paradox could be explained if the widening of
the oval causes an overestimation of the poleward propa-
gation in the summer hemisphere, compared to the winter
hemisphere. In that case, the asymmetry in the true OCB
location could be less reduced than what is indicated by Fig-
ure 2, and the bulge could be even more prominent in the
winter hemisphere, compared to the summer hemisphere.

4. Discussion

For the average OCBs at substorm onset, we have shown
the following: 1) The average OCB in the summer hemi-
sphere is displaced equatorward compared to the OCB in
the winter hemisphere. 2) When By > 3 nT, the entire
nightside polar cap is displaced towards dawn, compared to
By < −3 nT conditions.

The seasonal asymmetry at onset can be understood as a
the solar wind momentum affecting the summer hemisphere
more than the winter hemisphere. This would expectedly
lead to the oval being displaced further towards the night-
side in the summer hemisphere, which is what we observe.
The displacement between the average boundaries for dif-
ferent signs of By are in agreement with the ”dipole plus
uniform field” model, described by Cowley et al. [1991].

During the expansion phase of the substorm, the follow-
ing features are seen in the statistics: 1) The summer hemi-

sphere boundaries propagate poleward faster than the win-
ter hemisphere boundaries, reducing the asymmetry seen at
onset. 2) The bulge is much more pronounced in the sub-
storms observed during winter, compared to the summer
hemisphere substorms. 3) When By > 3 nT, the poleward
propagation is stronger on the dusk side of the onset MLT,
compared to By < −3 nT conditions. 4) When Bx > 2 nT,
the OCB is on slightly higher latitudes during the substorm
expansion phase, compared to Bx < −2 nT (|By| < 2 nT),
implying a faster poleward propagation following the sub-
storm onset when Bx > 2 nT.

These effects are more surprising, in terms of the direct ef-
fects of the solar wind and IMF on the magnetosphere. How-
ever, substorms are associated with significant and rapid
changes in the tail, which to some extent can be considered
to be internally driven. In the following, we discuss how
inter-hemispheric differences in the shape of the polar cap
can arise, as a consequence of these changes.

4.1. Asymmetric ionospheric response to magnetospheric
convection

The poleward propagating OCB which is seen in the ex-
pansion phase of substorms signifies increased tail reconnec-
tion. Tail reconnection allows a reconfiguration of the mag-
netosphere, via convecting flux and plasma (e.g. Cowley and
Lockwood [1992]). The enhancement in earthward magne-
tospheric convection subsequently excites equatorward con-
vection in the ionosphere. However, the time it takes to
get the ionosphere in a balanced motion with the magneto-
sphere likely depends on at least two factors: 1) The iono-
spheric conductance, which governs the collision frequency,
and hence the effective friction with the neutral wind (e.g.,
Song et al. [2009]), as well as the susceptibility of the en-
ergy carried by Alfven waves (Scholer [1970]), and 2) the
time history of the system, because of the inertia of the pre-
vailing convection. Depending on seasons and IMF, these
factors may very well be different in the two hemispheres,
causing differences in ionospheric response to the expansion
phase magnetospheric convection. As discussed by Laundal
et al. [2010], inter-hemispheric differences in the ionospheric
convection lead to inter-hemispheric differences in magnetic
field line footprints, including field lines on the separatrix.

Ionospheric convection is observable directly from satel-
lites and radars on the ground, and indirectly by magne-
tometers. Quite a few studies of its response to the onset
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Figure 6. The black curves show the OCBs in the sum-
mer and winter hemispheres, and the shaded regions show
the inter-hemispheric differences. The small poleward
arrows denote propagation of the bulge caused by tail
reconnection. The thick arrows show ionospheric con-
vection, transporting the boundary equatorward. The
observed OCB asymmetries seem to imply a more severe
suppression of the convection at the bulge in the win-
ter hemisphere, compared to the summer hemisphere. In
neighboring regions, the convection is stronger in the win-
ter hemisphere.

of substorm expansion phases exist. Lyons et al. [2001] re-
ported a reduction in convection immediately following the
onset. Bristow and Jensen [2007] reported an overall reduc-
tion, but also a rotation to a more meridional flow. Grocott
et al. [2002] and Provan et al. [2004] observed an enhance-
ment of the convection. Blanchard et al. [1997] found that
there is an increase in ionospheric convection, but it may lag
by ∼ 20 minutes compared to the onset, while Grocott et al.
[2009] found the convection response to depend on the lati-
tude of the substorm onset. It is evident that the ionospheric
convection response to substorm onset and expansion can be
highly variable. Neither of these studies considered seasonal
differences.

Figure 6 shows a conceptual illustration of two main
features in the ionospheric convection, which can explain
the observed differences in the poleward propagation of the
OCB: 1) The equatorward ionospheric convection is gener-
ally stronger in the winter hemisphere, compared to the sum-
mer hemisphere, effectively reducing the asymmetry seen at
onset. 2) The presence of a bulge in the winter hemisphere,
and not in the summer hemisphere, indicates that the con-
vection is weaker in the bulge region in the winter hemi-
sphere. A local suppression of the ionospheric flow in the
substorm bulge was observed by e.g., Provan et al. [2004].
These authors also observed fast flow in the surrounding re-
gions, in agreement with our proposed pattern for the winter
hemisphere convection.

If this explanation is true, our observations imply that the
flow suppression in the bulge is more prominent in the win-
ter hemisphere. It also implies that apart from the bulge,
the ionospheric convection is stronger in the winter hemi-
sphere. These differences could be caused by the differences

in conductance, changing the ionospheric friction and cou-
pling efficiency, as mentioned above. This is in agreement
with Milan et al. [2009], who pointed out that the brighter
the substorm aurora is, the more sluggish the ionospheric
convection response will be, because of the increased con-
ductance. During substorms, the conductance is expected
to be high and relatively smooth when the ionosphere is sun-
lit, and low in the dark hemisphere, except for at the bulge,
where it is increased by energetic particle precipitation.

In the event study by Laundal et al. [2010], in which si-
multaneous measurements from IMAGE WIC and Polar VIS
Earth were used, large asymmetries were observed in the po-
lar caps, which developed during the expansion phase of a
substorm. The asymmetries were largest in the region with
the strongest poleward propagation, in good agreement with
what we now document statistically. During that event |By|
was less than 2 nT, and Bx was strongly positive. The
observed asymmetries were in general opposite to what we
would expect from the statistical average OCB for different
Bx, shown in Figure 4b. However, there was also a large
seasonal difference, with the winter hemisphere boundaries
going further poleward than the summer hemisphere bound-
aries. This is in agreement with the latitudinal asymmetries
in the bulge seen in Figure 2b. This suggests that the asym-
metries in the event study was generated by seasonal dif-
ferences, rather than by Bx. We note that the asymmetries
that were observed by Laundal et al. [2010] were much larger,
up to 5◦ different in the two hemispheres, than what is seen
in the average case.

4.2. Closing of field lines with asymmetric footprints

The orientation of the IMF is also known to cause inter-
hemispheric differences in convection (e.g. Heppner and
Maynard [1987]; Ruohoniemi and Greenwald [2005]; Haa-
land et al. [2007]). These asymmetries are often attributed
to curvature forces acting on newly opened magnetic field
lines on the dayside (e.g. Jørgensen et al. [1972]; Cowley
et al. [1991]), and subsequent pressure gradients in the lobes
(Khurana et al. [1996]). Provan et al. [2004] showed that By

also affects the convection during substorms. Differences in
ionospheric convection due to different signs of By, and pos-
sibly Bx, may therefore contribute to the observed asymme-
tries in Figure 3 and 4. However, another effect also exists,
which could be important in generating the asymmetries for
different signs of By. As magnetic field lines approach the
tail X-line, they will not be able to reconnect with field lines
with symmetrical footprints in the opposite hemisphere: For
positive (negative) By, the northern hemisphere field lines
will have footprints duskward (dawnward) of the field lines
in the southern hemisphere with which they merge [Østgaard
et al., 2004]. We would expect that this leads to an increased
poleward propagation on the dusk side when By > 0, and
an increased poleward propagation on the dawn side when
By < 0. This is exactly what we observe.

There is no clear analogy to the asymmetric tail recon-
nection mechanism for different signs of Bx. It does seem
reasonable that Bx could have an effect on ionospheric con-
vection, however this has not yet been firmly established.
Figure 4b shows that the OCB close to the MLT of the
onset on average ends up on higher latitudes when Bx is
positive, indicating that the equatorward convection in this
region is stronger when Bx is negative.

4.3. Self-reinforcing asymmetries

Another effect, which might explain part of the changing
asymmetries seen during substorm expansion phase, arises
from the definition of the Apex coordinate system (and any
other similar coordinate systems). In this coordinate sys-
tem, the amount of magnetic flux in equally wide concentric
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circles centered at the origin is reduced towards the pole (the
amount of flux is constant along these circles, i.e. in the lon-
gitudinal direction). Assume that flux closure in the tail is
limited to a fixed longitudinal region. If a given amount of
magnetic flux closes in the tail, this necessitates a poleward
propagation, which encompasses an area corresponding to
the magnetic flux which has been closed. The latitudinal
dimension of this area (assuming the longitudinal dimen-
sion to be fixed), will be different, measured in degrees, de-
pending on where the boundary was before the reconnection
event. If the boundaries were asymmetrical in the two hemi-
spheres, the asymmetry is expected to be reinforced as flux
closes. This may explain some of the growing asymmetries
that we observe for different signs of By, but likely not all.

For different signs of tilt angle (Figure 2), the onset asym-
metry was observed to be reduced, and even reversed. This
can only be explained by different convection in the two
hemispheres, and the self-reinforcement effect implies that
the convection must be stronger than what is implied by
a strictly linear relation between OCB motion in the two
hemispheres. For a more detailed explanation of this effect,
see Laundal et al. [2010].

5. Conclusions

A statistical analysis of auroral images from 2770 sub-
storms have revealed the following:

1) The OCB propagates poleward monotonically during
the first 26 minutes after substorm onset. The rate of pole-
ward propagation decreased with each 7 minutes step. At
the onset MLT, a local maximum (bulge) in the poleward
boundary develops. The poleward propagation is stronger to
the west of the onset than to the east. 2) The poleward ex-
pansion of the OCB is faster during summer than in winter,
largely reversing the asymmetry seen at onset. The shape
of the polar cap is also more circular for summer conditions,
with almost no sign of a bulge. 3) At substorm onset, an al-
most uniform dawnward shift is seen in the polar cap bound-
ary for By > 3 nT, compared to By < −3 nT. During expan-
sion phase, the polar caps have different shapes for the two
signs of By, attaining a more pronounced east/west asym-
metry with respect to the onset location when By > 3 nT.
4) Positive Bx produces a faster poleward propagation, and
a more pronounced bulge than negative Bx. The effect is
different than what we would expect if the asymmetry was
an effect of the high correlation with By.

Rising asymmetries in the OCB for different signs of IMF
Bx, By and dipole tilt imply instantaneous differences be-
tween the hemispheres, as previously reported by Laundal
et al. [2010]. The observations presented here further imply
that the convection in the first few minutes after substorm
onset is different if there are seasonal differences between the
hemispheres. Differences in ionospheric convection may also
play a role in the observed asymmetries for different signs of
Bx and By. In the case of By, however, much of the grow-
ing asymmetry may arise from increased tail reconnection
of field lines with asymmetrical footprints.

A logical next step in exploring the proposed differences
in ionospheric convection is to study the seasonal depen-
dence of the convection response to magnetospheric sub-
storms. This may be done in event studies, using conjugate
measurements, or statistically. Global MHD models which
are able to reproduce the observed asymmetrical polar cap
boundary could also be used to test this hypothesis.

Appendix: Identifying the open/closed
boundary

Each image was divided into 1 h wide MLT sectors, pro-
ducing 24 profiles of intensity as a function of latitude (1◦

resolution was used). To check that the function f(λ) (see
Eq. 1) is successfully fitted to an observed intensity profile,
we first check that the following criteria are fulfilled:

• c1: The minimum height of the Gaussian peak, a1, must
be > 50 WIC counts.

• c2: The position of the peak, a1 ∈ [50◦, 85◦] magnetic
latitude.

• c3: The peak is located at least one full width at half
maximum (FWHM) from the last latitude bin in the field of
view.

• c4: The FWHM must be greater than 1.

• c5: The FWHM must be less than 30% of the latitudes
spanned by the field of view.

These requirements primarily ensure that the Gaussian
is fitted to a positive, relatively sharp, and fully observed
bump in the intensity profile (presumably the oval), and not
some artifact of the background. Having passed the above
requirements, we make a more subtle test that the fitted
profile resembles the observations:

1

fobs

√√√√
N∑

i=1

(f(λi)− fobs(λi))2

N
< 0.2 (A1)

i.e., the root mean square deviation (RMSD), divided by the
mean of the observed intensity, must be less than 0.2. The
RMSD requirement is a test of how well the function f(λ)
represents the actual intensity. In the case of double ovals, a
single Gaussian is a poor representation, and the profile will
in most cases be rejected by this requirement (the conditions
c1 to c5 would in general not reject a double oval).

Carbary et al. [2003] used the fractional standard devia-
tion (FSD) as a measure of how well the intensity was fitted,
instead of the RMSD. The FSD is defined as

√√√√ 1

N − 1

N∑

i=1

(
f(λi)− fobs(λi)

fobs(λi)

)2

, (A2)

which they required should be less than 0.2. The principal
difference between these two methods is that the FSD be-
comes very sensitive to deviations at a few single points if the
observed intensity is low (i.e. at the background), whereas
the RMSD condition is normalized to the mean. This means
that our method is more liberal.

To compare the Carbary et al. [2003] method to the
method used in this study, we investigate the effects of the
FSD and RMSD acceptance criteria. Equation 2 is intended
to give a representation of the poleward boundary of the au-
rora. Whether or not this is accomplished can be fairly easily
determined by eye. Therefore, we have looked at 4000 inten-
sity profiles, 2000 randomly picked from the entire data set,
and 2000 which include the substorm onset aurora. Each
profile was categorized as a successful or a failed boundary
determination, constituting a set answer to which the au-
tomatic methods can be compared. In the case of random
profiles (substorm onset profiles), 533 (133) out of 2000 fit-
ted profiles gave a poor representation of the boundary.

The effects of the acceptance criteria are summarized in
Table 2. The criteria are given at the first row and columns:
1)
⋂5

i=1
ci: Requirements c1 to c5, listed above, are all ful-

filled, 2) The fractional standard deviation is less than 0.2,
and 3) The root mean square deviation divided by the mean
of the observed intensity (RMSD’) is less than 0.2. The up-
per half of the table is based on the random profiles, while
the lower half is based on the substorm onset profiles. The
upper numbers in each cell show the percentage that was
accepted by the given combination of criteria. That is, the
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FSD requirement accepted 32.7% (22.5%) of the functions
fitted to random (onset) intensity profiles, while the RMSD
requirement accepted 77.8% (88.0%) of the fits (diagonal
cells). The condition used in this study is that both the
RMSD and the c1 to c5 criteria are fulfilled. This combina-
tion accepted 63.2% (86.9%) of the fitted functions in the
case of random (onset) profiles (upper right cell). Compared
to the Carbary et al. [2003] method, we get approximately
2 (random) and 4 (onset) times more accepted boundaries.

An important question with respect to the statistical
analysis is whether our method includes a large amount
of erroneously accepted boundaries. The lower numbers
(italic) show the percentage of the boundaries that were ac-
cepted by the given combination of criteria, which should
have been rejected. Out of the boundaries accepted by both
the RMSD criterium and the ci criteria, 4.3% (3.5%) should
have been rejected for random (onset) profiles. Only 1.6%
(0.6%) of the boundaries accepted by the Carbary et al.
[2003] conditions should have been rejected. Although our
method accepts a larger fraction of wrong boundaries, the
contribution to the average (which we are interested in) is
small: If there are, say 5% wrong boundaries, which repre-
sent a systematic error of 5◦ (we saw no tendency towards a
systematic error while manually inspecting the boundaries,
and many of the poor fits produced errors smaller than 5◦),
the overall contribution to the average is 0.05 · 5◦ = 0.25◦.
This is less than the error with which UV images can deter-
mine the OCB, according to Carbary et al. [2003]; Boakes
et al. [2008]. Thus, we conclude that our method introduces
negligible new errors when compared to previous methods,
while significantly increasing the number of boundaries that
can be used in the statistical analysis. As a final test of the
validity of our method, we did a comparison of the figures
presented in the present paper, with similar figures with
the RMSD criterium replaced by the FSD criterium (not
shown). The same patterns clearly emerged, although they
appeared less smooth, which is expected from the reduced
statistics.

We note that our method differs from the Carbary et al.
[2003] method, also by the absolute intensity requirement
(c1), which in our case is so low that it has practically no

Table 2. Table showing the success rate (upper number in
each cell) and the fraction of erroneously accepted boundaries
(lower number in each cell) for various combinations of good-
ness of fit tests. The upper half of the table is based on manual
inspection of 2000 boundaries randomly chosen from the full
data set used in this paper. The lower half of the table is based

on 2000 profiles which include the substorm onset.
⋂5

i=1
ci de-

notes the requirement that conditions 1 − 5 (see text) are all
fulfilled. RMSD’ denotes the root mean square deviation, di-
vided by the mean of the observed intensity, and FSD is the
fractional standard deviation. The upper right corners of the
two halves correspond to the requirement that were used in
this study.

RMSD’ < 0.2 FSD < 0.2
⋂5

i=1
ci

RMSD’ < 0.2 77.8 32.5 63.2
18.9 7.9 4.3

FSD < 0.2 32.7 26.7
7.2 1.6⋂5

i=1
ci 78.7

7.4

RMSD’ < 0.2 88.0 22.5 86.9
4.3 0.9 3.5

FSD < 0.2 22.5 22.0
0.9 0.6⋂5

i=1
ci 97.5

4.5

other effect than making sure the Gaussian peak is positive.
We also neglected the requirement that the Gaussian should
be no smaller than 20% of the background at the peak loca-
tion (a1/(a4+a5a2+a6a

2
2) > 0.2). This requirement leads to

the rejection of many well-defined boundaries. For instance,
if a peak of 400 WIC counts is embedded in a sunlit back-
ground of 2000 counts, it would be automatically rejected
by this requirement, although such a scenario often involves
smooth profiles which are easily fitted by f(λ). For this rea-
son, and since sunlight/darkness is an important selection
criterium in our analysis, we omit this requirement.
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