
 1 

The Norwegian Earth System Model, NorESM1-M. Part 2: 1 

Climate Response and Scenario Projections  2 

 3 

T. Iversen1,2,*, M. Bentsen3,4, I. Bethke3,4, J. B. Debernard1, A. Kirkevåg1, Ø. 4 

Seland1, H. Drange4.5, J. E. Kristjansson2, I. Medhaug5,4, M. Sand2, I. A. 5 

Seierstad1 6 

[1]{Norwegian Meteorological Institute, P.O.Box 43, Blindern, 0313 Oslo, Norway} 7 

[2]{Dep. of Geosciences, University of Oslo, P.O. Box 1047 Blindern, 0315 Oslo, Norway} 8 

[3]{Uni Bjerknes Centre, Uni Research AS, P.O. Box 7810, 5020 Bergen, Norway} 9 

[4]{Bjerknes Centre for Climate Research, P.O. Box 7810, 5020 Bergen Norway} 10 

[5]{Geophysical institute, University of Bergen, P.O. Box 7803, 5020 Bergen, Norway} 11 

[*]{present affiliation: ECMWF, Shinfield Park, Reading, RG2 9AX UK} 12 

Correspondence to: T. Iversen (trond.iversen@met.no) 13 

 14 

Abstract 15 

The NorESM1-M simulation results for CMIP5 (http://cmip-16 

pcmdi.llnl.gov/cmip5/index.html) are described and discussed. Together with the 17 

accompanying paper by Bentsen et al. (2012), this paper documents that NorESM1-M is a 18 

valuable global climate model for research and for providing complementary results to the 19 

evaluation of possible man made climate change. NorESM is based on the model CCSM4 20 

operated at NCAR on behalf of many contributors in USA. The ocean model is replaced by a 21 

developed version of MICOM and the atmospheric model is extended with on-line 22 

calculations of aerosols, their direct effect, and their indirect effect on warm clouds. Model 23 

validation is presented in a companion paper (Bentsen et al, 2012). NorESM1-M is estimated 24 

to have equilibrium climate sensitivity slightly smaller than 2.9K, a transient climate response 25 

just below 1.4K, and is less sensitive than most other models. Cloud feedbacks damp the 26 

response, and a strong AMOC reduces the heat fraction available for increasing near surface 27 

temperatures, for evaporation, and for melting ice. The future projections based on RCP 28 
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scenarios yield global surface air temperature increase almost one standard deviation lower 1 

than a 15-model average. Summer sea-ice is projected to decrease considerably by 2100, and 2 

completely for RCP8.5. The AMOC is projected to reduce by 12%, 15-17%, and 32% for the 3 

RCP2.6, 4.5, 6.0 and 8.5 respectively. Precipitation is projected to increase in the tropics, 4 

decrease in the subtropics and in southern parts of the northern extra-tropics during summer, 5 

and otherwise increase in most of the extra-tropics. Changes in the atmospheric water cycle 6 

indicate that precipitation events over continents will become more intense and dry spells 7 

more frequent. Extra-tropical storminess in the northern hemisphere is projected to shift 8 

northwards. There are indications of more frequent spring and summer blocking in the Euro-9 

Atlantic sectors and that ENSO events weaken but appear more frequent. These indications 10 

are uncertain because of biases in the model’s representation of present-day conditions. There 11 

are indications that positive phase PNA and negative phase NAO become less frequent under 12 

the RCP8.5 scenario, but also this result is considered uncertain. Single-forcing experiments 13 

indicate that aerosols and greenhouse gases produce similar geographical patterns of response 14 

for near surface temperature and precipitation. These patterns tend to have opposite sign, with 15 

important exceptions for precipitation at low latitudes. The asymmetric aerosol effects 16 

between the two hemispheres leads to a southward displacement of ITCZ. Both forcing agents 17 

thus tend to reduce northern hemispheric subtropical precipitation.  18 

 19 

1 Introduction  20 

Simulations of the earth’s climate are presented using a version of the Norwegian Earth 21 

System Model (NorESM1-M) with online calculations of aerosols and their direct effect and 22 

the first and second indirect effects of warm clouds. Explicit description of the interactive 23 

carbon cycle is, however, not included in the present version, but is included in a version 24 

(NorESM1-ME) that will be described elsewhere (Tjiputra et al., 2012). In the companion 25 

paper by Bentsen et al. (2012) the NorESM1-M model system is described in technical detail 26 

and validated through evaluation of its conservative properties and by comparing simulation 27 

results with observationally based data for the historical period since 1850.  28 

The present paper focuses on the simulated response of NorESM1-M to a selection of 29 

experiments, including projections of the future global climate based on scenarios defined in 30 

the fifth phase of the Coupled Model Intercomparison Project (CMIP5) (Taylor et al., 2012). 31 

A range of climate models and climate model versions participate in CMIP5, thereby 32 
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providing input to the fifth Assessment Report (AR5) of the Intergovernmental Panel on 1 

Climate Change (IPCC) for inclusion in the fifth Assessment scheduled for publication in 2 

2013. All data produced by the participating models, including NorESM1-M, can be 3 

downloaded from the CMIP5 multi-model data archive (http://cmip-4 

pcmdi.llnl.gov/cmip5/index.html). 5 

As elaborated in more detail by Bentsen et al., (2012), NorESM1-M is to a large extent based 6 

on the fourth version of the Community Climate System Model (CCSM4) developed in the 7 

Community Earth System Model project centred at the US National Center for Atmospheric 8 

Research (NCAR) but in collaboration with many partners (Gent et al., 2011). For NorESM, 9 

the ocean model in CCSM4 is replaced by a further developed version of the Miami Isopycnic 10 

Community Ocean Model (MICOM) and adapted for multi-century simulations in coupled 11 

mode (Assmann et al., 2010; Otterå et al., 2010). An earlier version of this ocean model was 12 

also used for this purpose in the Bergen Climate Model (BCM), which was used to provide 13 

data for CMIP3 and the AR4 of the IPCC (Furevik et al., 2003; Otterå et al., 2009). This part 14 

of the development work for NorESM1-M is predominantly based at the Bjerknes Centre in 15 

Bergen, Norway. All the extensions of the ocean model since the original MICOM are 16 

summarized by Bentsen et al. (2012). Important extensions since the BCM version include 17 

improved parameterization of diapycnal mixing, thickness and isopycnal eddy diffusion, and 18 

the mixed layer depth. 19 

The atmospheric model in NorESM1 (both M and ME) is based on the version of the original 20 

CAM4 that was publicly released in April 2010 (Neale et al., 2010 and 2012).  Over the later 21 

15 years research and modelling groups at the University of Oslo and (later) the Norwegian 22 

Meteorological Institute in Oslo have used a range of model versions from NCAR to develop 23 

representations of aerosols and their interactions with radiation and warm cloud microphysics 24 

in order to study the direct and indirect aerosol effects on climate (Iversen and Seland, 2002 25 

and 2003; Kirkevåg and Iversen, 2002; Kristjansson, 2002; Storelvmo et al., 2006; Seland et 26 

al., 2008; Hoose et al., 2009; Struthers, et al., 2011).  27 

For studies of climate response of the aerosol processes, earlier versions of the atmospheric 28 

model were run coupled to a slab ocean (Kristjansson et al., 2005; Kirkevåg et al., 2008a and 29 

b). In the fully coupled NorESM1 it was natural to base the aerosol work on the atmospheric 30 

model CAM4. This version is thus named CAM4-Oslo, and its properties related to the 31 

modelled aerosols are thoroughly discussed by Kirkevåg et al. (2012). We use the finite 32 
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volume dynamical core for transport calculations (Rasch et al., 2006) with horizontal 1 

resolution 1.9° latitude times 2.5° longitude (in short: 2 degrees) and with 26 levels in the 2 

vertical with a hybrid sigma-pressure co-ordinate. The horizontal grid mesh size is double of 3 

the standard version used in CCSM4, although Gent et al. (2011) also discuss a 2 degree 4 

version. The stratiform cloud parameterization is based on Rasch and Kristjansson (1998), 5 

and the parameterization of deep convective clouds follows Zhang and McFarlane (1995) 6 

extended with the plume dilution and Convective Momentum Transport also used in CCSM4 7 

(Richter and Rasch, 2007; Neale et al., 2008). Plume dilution influences the vertical 8 

distribution of aerosols (Kirkevåg et al., 2012) and water vapour (Gent et al., 2012), and 9 

improves the tropical deep convection in a favourable way for modelling the Madden-Julian 10 

Oscillation (MJO) (Subramanian et al., 2011). The favourable MJO properties are also 11 

diagnosed for NorESM1-M by Bentsen et al. (2012). NorESM1-M accounts for the radiative 12 

effects of deposited light-absorbing mineral dust and black carbon on snow (Flanner and 13 

Zender, 2006) and sea-ice.  14 

A schematic of the CMIP5-experiments with NorESM1-M is shown by Bentsen et al. (2012) 15 

in their Figure 1. Throughout this paper, we use “piControl” to identify the 500 year control 16 

simulation with constant external forcing prescribed at 1850 conditions, which starts in year 17 

700 after a spin-up with the same forcing. The spin-up is done to reduce trends in the 18 

piControl after tuning of parameters as discussed by Bentsen et al. (2012). Three ensemble 19 

members were branched off from the control at years 700, 730 and 760 for simulations 20 

“Historic1, “Historic2” and “Historic3”. From 1850 to 2005 natural variations of solar 21 

radiation (Lean, 2000; Wang et al., 2005) and stratospheric sulphate aerosol concentrations 22 

from explosive volcanoes (Ammann et al. 2003), as well as anthropogenic GHG 23 

concentrations, aerosol emissions, and land-cover changes were prescribed using the data 24 

from http://cmip-pcmdi.llnl.gov/cmip5/forcing.html. Historical forcing experiments are 25 

“GHG only”, “Aerosol only”, and “Natural forcing only”, where all but the single forcing 26 

identified by the name are kept constant as in piControl. From 2005 onwards, the 27 

representative concentration pathway (RCP) scenarios (van Vuuren et al., 2011) were the 28 

basis for climate projections until 2100: RCP2.6, RCP4.5, RCP6.0 and RCP8.5, where the 29 

numbers are the expected TOA forcing in Wm-2 by 2100. An extension RCP4.5 until 2300 30 

was run with NorESM1-M. The historical simulations have been extended to 2012 using 31 

RCP8.5 for the years 2006-12. 32 
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Bentsen et al. (2012) present a thorough validation analysis of trends in piControl along with 1 

comparisons of the historical runs with data that are observationally based or from global re-2 

analyses. In summary, the average radiative heat flux at the top of the atmosphere (TOA) in 3 

piControl is positive but smaller than 0.1 Wm-2. More than 99% of this excess heat is 4 

transferred to the oceans, which experience a statistically significant temperature increase. 5 

There are also small negative trends in ocean salinity, in winter maxima sea-ice area in both 6 

hemispheres, and in the Atlantic meridional overturning circulation (AMOC). Other 7 

climatologically important parameters have insignificant global trends during the 500 years of 8 

the piControl, including surface air temperature, cloudiness, precipitation and evaporation. 9 

The difference between global evapo-transpiration and precipitation (E-P) averaged over a 10 

few decades, is not significantly different from zero in any of the experiments, including 11 

piControl.  12 

In summary, by the end of the 20th century the surface air temperature is simulated too low by 13 

about 0.8-0.9K globally and 1.0-1.1K over land. The global precipitation is estimated to be up 14 

to about 0.15 mm/day too high, the evaporation from oceans is over-estimated with ca. 4%, 15 

and the net flux between oceans and continents are ca 8% over-estimated. The intensity of the 16 

water-cycle is therefore slightly overestimated while the atmospheric lifetime of water vapour 17 

is close to correct (compared to Trenberth et al., 2011). These properties can be linked to the 18 

fact that the model underestimates the global cloud fraction considerably by 15-25%, while 19 

the tropospheric liquid water is over-estimated (Jiang et al., 2012). The double ITCZ is less 20 

pronounced in NorESM1-M than in CCSM4 with the same resolution.  21 

The model simulates flow patterns that can be associated with observations, such as the 22 

Madden-Julian Oscillation (MJO), which was simulated with skill already in CCSM4 23 

(Subramanian, 2012), ENSO, and the northern and southern annular modes. The AMOC 24 

strength is in the upper range found in models contributing to CMIP3 and above the range 25 

estimated from synthesized observational data (Medhaug and Furevik, 2011). Whilst the sea-26 

ice extent is overestimated in both hemispheres in summer and in the southern winter, it is 27 

underestimated during northern winter. Kirkevåg et al. (2012) used NorESM’s atmospheric 28 

model CAM4-Oslo to estimate the direct and indirect forcing of aerosol changes between the 29 

years 1850 and 2000 (2006) to be -0.08 and -0.91 Wm-2 (1.2 Wm-2) respectively. The 30 

estimated indirect forcing in warm clouds is modest compared to many other models, without 31 

assuming artificial lower thresholds of aerosols and cloud droplets (Hoose et al., 2009). 32 
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However, the modelled aerosol loadings are at the high end in the free troposphere (Myhre et 1 

al., 2012). 2 

The main purpose of this paper is to establish that results from the CMIP5 experiments with 3 

NorESM1-M are valuable for the climate system science and the evaluation of possible 4 

anthropogenic influence on the global climate. After discussing climate sensitivity, response, 5 

and gross feedbacks in section 2, the present paper addresses aspects of the historical 6 

simulations and the RCP scenarios produced with NorESM1-M. Section 3 discusses model 7 

simulated time-developments of global variables from 1850 to 2005 (“Historic”) and onwards 8 

for future RCP projections. In section 4 the single forcing experiments for 1850-2005 are 9 

addressed, whilst further discussions of the RCP scenario projections are done in section 5. 10 

After an analysis of various regional climate patterns are done in section 6, conclusions are 11 

drawn in section 7.  12 

 13 

2 Equilibrium Climate Sensitivity and Transient Response 14 

Global climate models are useful to diagnose how a range of characteristics of the global 15 

climate may respond to a standard specified forcing. This facilitates the comparison of climate 16 

change properties across different climate models. This section discusses results of two such 17 

experiments under the CMIP5 protocol with NorESM1-M integrated over 150 and 140 years 18 

respectively, and initiated in year 700 (i.e. from the start, Bentsen et al., 2012) of the 19 

piControl. These are referred to as “abrupt 4xCO2“ (quadrupling of atmospheric CO2 20 

concentrations at t=0) and “gradual 4xCO2“ (1% increase per year until quadrupling). Results 21 

are presented in Tables 1, 2, 3 and 4 as well as in Fig. 1. Since we have not applied any proper 22 

method for estimating changes in single climate elements (e.g. cloud cover) in response to 23 

temperature increase while others are kept unchanged, the feedback factors we present (e.g. 24 

for clouds) are termed gross feedback factors, since they can be influenced by simultaneous 25 

changes in other elements than the temperature (e.g. snow cover). See Gettelman et al. (2012) 26 

for estimates of proper feedback factors. Our analysis is comparable to Andrews et al. (2012).     27 

The Equilibrium Climate Sensitivity (ECS) is the change in global mean near-surface air 28 

temperature when a new climate equilibrium is reached after an abrupt increase of the 29 

atmospheric CO2 concentrations is introduced to a climate already in equilibrium. To 30 

calculate the ECS from first principles requires a full climate model run over several 31 

thousands years (Boer and Yu, 2003). ECS is therefore frequently approximated as the 32 
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difference, Teq, between equilibrium near surface air temperatures obtained from two runs 1 

over a few decades, but with a model version where the deep ocean model is replaced by a 2 

thermodynamic slab. Bitz et al. (2012) used a slab ocean model for which the deep ocean heat 3 

fluxes were calibrated with data from runs with the full CCSM4. With 1 degree atmospheric 4 

resolution they estimated Teq = 3.20K after doubling of CO2, while 3.13K was estimated for 5 

the 2 degree version. This is close to the value 3.14 K for the previous CAM3-based version 6 

of CAM-Oslo coupled to a slab ocean (Kirkevåg et al., 2008a).  7 

Estimates of Teq for NorESM1-M with a slab ocean are not available, but two other 8 

approximations of ECS are estimated for the full NorESM1-M. Both methods use 9 

simultaneous values of surface air temperature change (T(t)) and TOA radiation imbalance 10 

(R(t)) estimated at the time t after the abrupt quadrupling of atmospheric CO2 11 

concentrations.  12 

Gregory et al. (2004) proposed to use a linear regression between R(t) and T(t), assuming 13 

negligible contributions from time-varying feedbacks. The slope of the regression line is the 14 

overall feedback parameter dR/dT (in units of Wm-2K-1), the intercept at T=0 15 

approximates the instantaneous forcing Rf, while the intercept Treg at R=0 approximates the 16 

ECS. In reality, this estimate of Rf disregards rapid adjustments during the first year of the 17 

simulation, and it therefore underestimates the true instantaneous forcing of the quadrupled 18 

CO2 (Andrews et al., 2012). 19 

Murphy (1995) proposed to use the remaining TOA radiative imbalance R(t) at the time t to 20 

approximate ECS. This approximation, termed the effective climate sensitivity and denoted 21 

Teff(t), is: 22 

)t(RR

R)t(T
)t(T

f

f

eff 





         (1) 23 

Assuming the same linear relationship between T(t) and R(t),Teff should not depend on 24 

time. However, slow feedback processes, for example involving the deep ocean, may cause 25 

changes to occur over decades and centuries (Senior and Mitchell, 2000). Furthermore, 26 

chaotic fluctuations in the climate response may lead to high-frequency variations in R(t). 27 

Figure 1a shows results for both T(t) (black dots for years 1-150) andTeff (red dots for 28 

years 111-150), where we assume Rf = 7.0 Wm-2 as estimated by Kay et al. (2012). 29 
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The two approximations to ECS are Treg(4xCO2) = 5.74K from the regression, with feedback 1 

parameter Wm-2K-1, and Teff(4xCO2) = 5.71K using Eq. (1) with values averaged 2 

over the last 40 of the 150 years of the abrupt 4xCO2 experiment (black cross in Fig. 1). The 3 

numbers in Table 1 are these divided by 2 since the effect of CO2 doubling are more standard 4 

in the literature (e.g. Andrews et al., 2012). Notice that the forcing approximated by the 5 

regression (see Fig. 1a) is only 6.32 Wm-2 due to the fast adjustments during the first year of 6 

the integration. Furthermore, slow deep-oceanic feedbacks may delay the response and thus 7 

render the linear regression inaccurate. For example, a regression for years 1-76 yields a 8 

smaller approximation of the ECS: 5.18K, indicating that there may be slow feedback 9 

mechanisms at work. Andrews et al. (2012) indicate that short-wave radiative effects of 10 

clouds over oceans may cause non-linearity over the first decades.  11 

As shown in Table 1, our approximate ECS estimates for doubled CO2 are close but slightly 12 

larger than Bitz et al. (2012) obtained for CCSM4. For both NorESM1-M and CCSM4, the 13 

estimates of Treg are in close agreement with the estimated Teff. In relation to the other 14 14 

models studied by Andrews et al. (2012) NorESM1-M is amongst the least sensitive. Figure 15 

1b and the numbers in Table 2 shows that clouds tend to stabilize the response, as the long-16 

wave response is positive but small and the short-wave is negative. Of the 15 models studied 17 

by Andrews et al. (2012), 9 produce a negative gross cloud feedback, and the spread in values 18 

are large. NorESM1-M is close to the average. There is a much better agreement between 19 

models on clear-air feedback, all with values close to those given in Table 2 (Andrews et al., 20 

2012). 21 

A simple measure of climate sensitivity associated with gradual changes in the external 22 

forcing is the Transient Climate Response (TCR). TCR can be estimated from the gradual 23 

4xCO2 experiment as the globally averaged change in surface air temperature at the time of 24 

doubled atmospheric CO2 (averaged over years 60-80) compared to the corresponding years 25 

in the piControl. An effective response that takes into account the remaining TOA radiative 26 

imbalance can also be estimated by applying Eq. (1). We have estimatedTTRCat  27 

andTTRC,eff at 2.32K and compared them with values calculated for CCSM4 by Bitz et al. 28 

(2012) (Table1). While the approximate values for ECS were close, the TRC for NorESM1-M 29 

is considerably smaller than for CCSM4. This feature of NorESM1-M can be related to the 30 

model’s strong AMOC which contributes to an efficient flux of heat into the oceans, but this 31 

requires further investigations beyond the scope of the present paper.  32 
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As documented by Bentsen et al. (2012), the average maximum strength at 26.5°N in 1 

piControl is 30.8 Sv (Sv = 106m3s-1). Gent et al. (2011) reports the maximum AMOC strength 2 

in CCSM4 to be above 24 Sv, which also is strong compared to many other models. Figure 1c 3 

shows how AMOC responds to the abrupt (blue) and gradual (red) CO2 increase in the model, 4 

and Fig. 1d shows, in this case for the gradual 4xCO2 experiment, that the deep ocean is 5 

particularly efficiently heated at high latitudes where potentially dense water is created and 6 

sinks. While AMOC is reduced by 8-10Sv over the first couple of decades and then remains 7 

almost constant in the abrupt experiment, the reduction is slower and almost linear with time 8 

in the gradual experiment. The efficiency at which the net downward radiative heat flux at the 9 

top of the model is calculated to penetrate downwards in the world ocean is illustrated in Fig. 10 

1e and 1f, which show the heat flux at different ocean depths averaged over the entire globe.  11 

By the time of CO2 doubling, AMOC is reduced with about 3-5 Sv in the gradual experiment. 12 

The heat fluxes into the deep ocean shown in Fig. 1e and f reduces the fraction of the net heat 13 

flux at the top of the model that is available for further increase in surface temperatures, 14 

evaporation of water, and melting of ice. An efficient heat transport into deep oceans thus 15 

reduces the traditional measures of climate sensitivity. It can be seen from Fig. 1f that a slab 16 

ocean model with 200m thickness of the mixed layer would require almost 50 years spin-up 17 

to reach a quasi-equilibrium state for the 4xCO2 climate. The transfer of heat into the deep 18 

ocean is a much slower and spatially heterogeneous process.  19 

Despite the stronger AMOC in the experiment with gradual CO2-increase, the heat transport 20 

into the deep ocean may appear more efficient in the abrupt experiment. This is an artefact 21 

caused by the exponential increase in atmospheric CO2 (1% increase per year) starting from 22 

pre-industrial levels. These annual forcing increments add to the TOA imbalance, and the 23 

increments penetrate into the deep ocean with a characteristic time which is influenced by the 24 

strength of the AMOC. As the AMOC strength decreases gradually, the downward heat 25 

transport at high latitudes reduces. The deep ocean heating will therefore continue several 26 

decades even without further CO2 increase after the doubling (when the TRC is estimated), 27 

but the efficiency will gradually decrease as AMOC steadily reduces before stabilizing at a 28 

smaller value due to the heating and freshening of the upper ocean layers at high latitudes. 29 

This slow dampening of the deep ocean heating efficiency is different from the abrupt 30 

experiment which establishes a new quasi-stable AMOC after a few decades. We hypothesize 31 
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that TTRC,eff at the time of CO2-doubling underestimates the true equilibrium temperature 1 

after CO2-doubling, due to this multi-decadal non-linear contribution to the feedbacks.  2 

Tables 3 and 4 summarize a few results after applying linear regression between changes of a 3 

selection of global variables characterizing the global climate, and the changed surface air 4 

temperature for the abrupt 4xCO2 experiment.  For all the hydro-climatic variables in Table 3, 5 

there are positive gross feedback factors, i.e. their change increase with increased temperature 6 

change. The factor for global precipitation increase is equivalent to ca 2.7 %K-1, which 7 

probably is on the high side (e.g. Trenberth, 2011). The factor is about 6 times larger over the 8 

oceans than over continents, but almost all the response over the oceans are due to recycling 9 

of oceanic evaporation. The slight surplus of 0.02 103km3K-1 for oceanic evaporation over 10 

precipitation equals the deficit over the continents. This number results from a small 11 

imbalance between terms that are several orders of magnitude larger, and the implied 12 

uncertainty is shown as an interval in Table 2. Nevertheless, based on the abrupt 4xCO2 13 

experiment, the model predicts a more intense water cycle with a small but uncertain increase 14 

in the atmospheric lifetime of water vapour with increased temperatures. 15 

Corresponding factors for change in yearly mean sea-ice volume and area in each of the 16 

hemispheres are given in Table 4. The sensitivity parameters are all negative, and the 17 

sensitivity is considerably higher in the Arctic than in the Antarctic. In the Arctic, melting of 18 

sea-ice is particularly associated with the surface albedo feedback effect, which also involves 19 

changes in the snow cover. 20 

 21 

3 Time trends of interactive forcing agents 22 

The only prescribed aerosol concentrations in the model are stratospheric sulphate from 23 

explosive volcanoes in the historical period. Other aerosol components are calculated from 24 

prescribed emission data, or, for sea-salt, from emissions calculated as a function of wind 25 

speed and ocean temperature. Kirkevåg et al. (2012) present and evaluate the aerosol module, 26 

including estimates of direct and indirect aerosol forcing. It is emphasized that a correct 27 

simulation of forcing of anthropogenic aerosols depends on the amount and properties of the 28 

natural background aerosols and the associated cloud droplet properties (see e.g. Hoose et al., 29 

2009). It should be noted that there were considerable anthropogenic aerosols already in 1850 30 

due to biomass burning. In a few places, emissions from forest fires and also from natural 31 
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secondary organics from areas that were forested, but no longer are, were larger in 1850. The 1 

model calculates mass concentrations of sulphate, black carbon (BC), and particulate organic 2 

matter (POM), which includes the secondary organics (SOA) in addition to the major natural 3 

components sea-salt and mineral dust. The aerosols interact directly with solar radiation, and 4 

a prognostic equation for liquid water droplets in stratiform clouds uses CCN activation of the 5 

aerosols according to size and composition (Storelvmo et al., 2006). 6 

Figure 2 shows the historical and scenario developments of the average global loadings of 7 

particulate sulphate, BC, and POM since 1850 as simulated by NorESM1-M. Both natural and 8 

anthropogenic aerosols are included, but the major part of the long-term trends since 1850 are 9 

due to anthropogenic activities involving fossil fuel combustion and to some extent biomass 10 

burning. POM has a relatively larger fraction of natural aerosols because of biogenic 11 

emissions from oceans and from land vegetation. All the RCP scenarios, and RCP2.6 for BC 12 

in particular, peak during the first decades of the 21st century before decaying to slightly 13 

higher levels than in 1850 towards the end of the century. The globally averaged aerosol 14 

optical depth and the absorption component separately show the natural part in the historical 15 

period and include the contribution of stratospheric sulphate from known explosive volcanoes 16 

since 1850. The scattering effect of the volcanic aerosols is considerable for 1-3 years in each 17 

case, which also demonstrate that the sustained impacts of the anthropogenic aerosols are due 18 

to the continuous replenishment from human activity. The decaying loadings and optical 19 

depths in the 21st century therefore follow immediately from assumed changes in emissions. 20 

For most greenhouse gases this is not the case, due to their long residence time in the earth 21 

system. 22 

The curves in Fig. 3 show the calculated TOA long-wave, short-wave and net radiative 23 

imbalances in the period 1850 to 2300. While a negative trend is simulated for the long-wave 24 

as well as the short-wave radiation with a close to zero net effect up until 1970s. Then the 25 

trends become positive and increase in particular for the future RCP scenarios. The net TOA 26 

imbalance was ca. 0.6 Wm-2 by the first decade of the 21st century, but the year-to-year 27 

variation is substantial. The effect of this change is seen in the global mean near surface 28 

temperature and in the global precipitation rate. Bentsen et al. (2012) discuss the realism of 29 

this and other results for the historical period. 30 

 31 
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4 Historical single forcing simulations 1 

As an element in attributing climate change and variability since 1850 to possible causes, a 2 

few selected single forcing simulations are made as a part of the CMIP5 protocol. We have 3 

only run single realizations for each of these forcing simulations, which is insufficient to 4 

estimate statistical significance with respect to attribution of climate variations. However, 5 

they contribute to the multi-model ensemble in CMIP5 for IPCC AR5. Here we discuss three 6 

such experiments. In “GHG only”, all but the prescribed greenhouse gas concentrations are 7 

kept constant at the 1850-level; in “Aerosol only” all but aerosol emissions are as in 1850; 8 

and in “Natural forcing only”, only the natural contributions to the forcing are varied after 9 

1850.  10 

Figure 4 shows results for surface air temperature and precipitation. For temperature it 11 

appears that the simulated warming since the 1970s hardly can be reproduced with natural 12 

forcing only. Furthermore, the greenhouse gases alone will probably lead to an exaggerated 13 

warming estimate, while aerosols significantly dampen the warming exerted by GHG. For 14 

global precipitation, the picture is much less clear, and the regional variations in the simulated 15 

precipitation changes are crucial. In some continental regions considerably reduced annual 16 

precipitation is estimated even if the global trend is positive. 17 

The maps in Fig. 4 also show that regional responses to GHG forcing and aerosol forcing 18 

show many similar geographical patterns, but the patterns have opposite sign to each other. 19 

Given that the spatial forcing patterns of GHG and aerosols are very different, the pattern 20 

similarity in the response demonstrates that internal dynamics (Palmer, 1999; Branstator and 21 

Selten, 2009) and geographically determined feedbacks (Boer and Yu, 2003) determine the 22 

nature of the climate response, rather than the forcing pattern itself. Kirkevåg et al. (2008b) 23 

found similar results with a model coupled to a slab ocean. 24 

There are, however, some important exceptions for precipitation, since the response to GHG 25 

tends to systematically have the same sign as the response to aerosols in some areas. Such 26 

mutual reinforcement may, however, also occur by chance due to chaotic internal variability, 27 

and care must be taken not to exaggerate conclusions based on single realizations of the 28 

experiment. In some cases random reinforcements can be checked by a non-linearity test. The 29 

two spatial response fields of each of the single forcing experiments are then added, and the 30 

sum is compared to the result of a single experiment that employs the sum of the two forcing 31 

components. In areas where these two fields differ considerably, chaotic internal variations 32 
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may dominate over systematic mutual reinforcement. This will not provide a final proof, 1 

however, since random patterns also may behave similarly by chance in the two single-2 

forcing experiments. A stronger proof requires multiple ensemble members.   3 

In the two maps in Fig. 5 contributions from GHG only and aerosol only are added (left) and 4 

can be compared to the changes in the Historic1 run (right). Although there are other minor 5 

forcing agents in the Historic1 run such as land usage, volcanoes, and solar radiation changes, 6 

the response patterns which differ considerably between the two maps can be regarded as 7 

dominated by chaotic randomness. In the tropics and subtropics, however, there are patterns 8 

that are less likely to be entirely random. The impact of GHG on the tropical and subtropical 9 

precipitation patterns shown in Figure 4 (right middle panel) relates to an intensified Hadley 10 

circulation with increased precipitation close to the equator and reduced in the adjacent 11 

subtropics in both hemispheres. The changes over oceans west of South America and Africa 12 

are not statistically significant. There are also signs of an extended dry zone towards the 13 

middle latitudes. The impacts of aerosols tend to balance these GHG-driven changes at low 14 

latitudes (Fig. 4 lower right panel), but there are important exceptions since the cooling 15 

effects of anthropogenic aerosol are larger in the northern than the southern hemisphere. This 16 

asymmetry leads to a southward displacement of the Hadley circulation and the associated 17 

ITCZ, a result that was reported by e.g. Rotstayn and Lohmann (2002), Kristjansson et al. 18 

(2005), and Kirkevåg et al. (2008b) using slab ocean models. This combination of a reduced 19 

and displaced Hadley circulation may lead to reinforcement of the considerably more 20 

symmetric strengthening caused by the GHG in some areas.  21 

Since aerosols predominantly influence solar radiation, the asymmetric response is 22 

particularly pronounced during the NH summer. This can be seen by comparing Fig. 5a and b. 23 

The reinforcement of drying the subtropics appears more pronounced in the northern 24 

hemisphere than in the southern while the moistening of the tropics is more pronounced in the 25 

southern flank of the ITCZ. As discussed in the companion paper by Bentsen et al. (2012), we 26 

relate the effects of aerosols to an improved precipitation pattern in NorESM1-M with a 27 

reduced split of the ITCZ over low latitudes in the Pacific Ocean compared to CCSM4 (Gent 28 

et al., 2011).  29 

 30 
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5 Climate Projections based on RCP-scenarios 1 

The first ensemble member of the historical period is extended with 4 climate projections to 2 

year 2100 in accordance with the timing of the prescribed scenarios for concentrations and 3 

emissions in the RCPs. RCP4.5 is extended further to year 2300. Results discussed here are 4 

given in Tables 5 and 6 and Figs. 6 to 10. 5 

5.1 Surface temperatures and sea-ice 6 

Figure 6 shows calculated surface air temperatures at reference height relative to the 1850-7 

1899 mean for a global average and for averaged over the polar region north of 65 degrees 8 

north. By the end of the 21st century the global mean ranges from ca. +1.2K for RCP2.6 to ca. 9 

+4.0K for RCP8.5 and the polar region mean from ca. +3.5K to 9.7K, with a notable 10 

downward trend for RCP2.6. The global numbers in Table 5 are smaller as they represent 11 

changes for two 30-year periods separated by 95 years (1976-2005 to 2071-2100). 12 

The year-to-year variability is also considerably larger for the NH polar region than globally. 13 

The signal to noise ratio is not quantified, but is probably smaller in the polar region due to 14 

the large natural variability in the region. Bentsen et al. (2012) showed, in their Fig. 25, that 15 

the signal to noise ratio was too small in the area north of 60oN relative to the observed 16 

historical data to detect a significant trend.  17 

Figure 7 shows a comparison of NorESM1-M surface air temperature relative to the 1850-18 

1899 average, with statistics from 15 CMIP5 models (one being NorESM1-M, Andrews et al., 19 

2012). The selected results are for the RCP2.6 and RCP8.5 scenarios and are global means 20 

(left) and averages over land areas (right). NorESM-values are within one standard deviation 21 

away from the multi-model mean but persistently lower than the average. This is in 22 

accordance with the relatively small climate sensitivity found in Sect. 2. A full explanation 23 

will require a separate study of the properties of all the models. Candidate explanations 24 

should for example take into account that NorESM1-M includes negative forcing 25 

contributions from the direct as well as the indirect aerosol effect. Furthermore, NorESM’s 26 

gross cloud radiative feedback is negative, and the model’s strong AMOC may transfer heat 27 

into the deep oceans more efficiently than many other models. Figure 7 also shows that both 28 

the inter-model spread and the size of the warming are considerably larger over land than 29 

globally, a feature which is also seen when comparing the changes in SST to those of global 30 

temperatures in Table 5. The simulated SST changes account for 55-60% of the changes in 31 



 15 

global surface air temperatures. This is well known, e.g. from IPCC reports (e.g. Trenberth et 1 

al., 2007). It can be attributed as a manifestation of the cold-ocean warm-land (COWL) 2 

pattern (Wallace et al., 1996), caused by the low heat capacity of the continents compared to 3 

the oceans where heat is mixed in deep water masses.  4 

The geographical distribution of the simulated annual temperature changes for 2071-2100 5 

relative to 1976-2005 for RCP2.6 and RCP8.5 are given in Fig 8a and b. The temperature 6 

increase is considerably larger in RCP8.5 than for RCP2.6. The patterns of COWL and the 7 

Arctic amplification are seen for both scenarios. The Arctic sea-ice extent is also projected to 8 

decrease by 2100 for all scenarios (see Fig. 9c). The reduction is particularly large for the 9 

annual minimum sea-ice extent, where the Arctic September sea-ice has almost disappeared 10 

by ca. 2100 for the RCP8.5 scenario. For the other scenario projections, some sea-ice always 11 

remains. The response in the southern hemisphere is considerably smaller. The simulated 12 

response from 1976-2005 to 2071-2100 in the total global and annual mean sea-ice area is 13 

given for each RCP scenario in the bottom row in Table 5. In relative numbers the reduction 14 

varies from ca 7% (RCP2.6) to ca 30% (RCP8.5).   15 

5.2 Precipitation 16 

The climatology of precipitation and dry spells has strong impacts on nature as well as human 17 

society. Changes in annual total amounts as well as the intensity of precipitation events are 18 

important. As discussed by Bentsen et al. (2012) NorESM1-M overestimates the global 19 

precipitation by the end of the 20th century by ca 0.14 mm d-1 [(2.81 - 2.67) mm d-1] compared 20 

to the GPCP data (Adler et al. 2003), where the overestimations are particularly pronounced 21 

in the tropics. However, Trenberth (2011a) mentions that GPCP values may underestimate 22 

warm rain in the extratropics and refers to increased estimates of 5% over the ocean. 23 

NorESM1-M also has a slightly too intense hydrological cycle, since oceanic evaporation is 24 

about 4% larger than estimates from synthesized data (Trenberth et al., 2011b). Opposed to 25 

many other global climate models with to fast recycling of water vapour, NorESM1-M 26 

slightly overestimates the atmospheric residence time of oceanic water vapour, and the 27 

atmospheric transfer of water vapour from ocean to land is overestimated by about 8% 28 

compared to the estimate of Trenberth et al. (2011b).  29 

Figure 8 shows projections of relative change (%) in annual precipitation amounts by 2071-30 

2100 relative to 1976-2005 for the extreme scenarios RCP2.6 and RCP8.5. In general the 31 
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patterns are the same, but RCP8.5 has larger anomalies. Some increases occur over arid 1 

regions giving very large relative changes, e.g. over central parts of northern Africa. 2 

Otherwise, there are strong increases over the tropical Pacific Ocean paired with strong 3 

decreases in the subtropics. There is also reduced precipitation in the Mediterranean region 4 

and in southern parts of North America. Otherwise there are mainly precipitation increases, 5 

including at polar latitudes in both hemispheres. Many of these features are more pronounced 6 

in the seasonal maps for RCP8.5. Drying in the northern hemispheric continents is more 7 

pronounced in NH summer, whilst in the NH winter the precipitation increase is more 8 

ubiquitous. 9 

Figure 9a and 9b show the simulated time development of E-P and E integrated over the 10 

global oceans. The oceanic E-P is the net water vapour transported from ocean to land in the 11 

atmosphere, while the oceanic E is a measure of the intensity of the hydrological cycle. Both 12 

quantities increase in the simulations of the RCP scenarios. The budget changes in Table 5 13 

indicate that all gross quantities but one increase with the size of the forcing by 2071-2100 14 

compared to 1976-2005. The one that does not increase is evaporation from land, which thus 15 

appears to be insensitive to the size of the forcing. The global annual precipitation amounts 16 

increase by 2.3 - 5.2 %, the oceanic evaporation by 2.3 - 4.5 %, the net atmospheric transfer 17 

from ocean to land by 2 - 18 %, and the precipitation on land by 2.5 - 8.2 %, where the low 18 

numbers are for RCP2.6 and the high for RCP8.5.  19 

When evaporation from land in practice is preserved while both the net flux of vapour from 20 

ocean to land and the precipitation over land increase, the space-time fraction of dry spells 21 

over land must increase and thus also the average intensity of precipitation. Such effects were 22 

deduced for a warmer climate by Trenberth et al. (2003) and further elaborated by Trenberth 23 

(2011a). The relevance of dry spells in diagnosing the intensity of the hydrological cycle was 24 

thoroughly discussed and analyzed by Giorgi et al. (2011).  25 

Table 6 analyses the possible future situation in Europe for the RCP scenarios. The table 26 

clearly shows that the NorESM1-M simulations produce a striking difference between 27 

increased precipitation in Northern Europe and more dry conditions in southern Europe 28 

towards 2100. According to the simulations in Historic1, such a development may already 29 

have occurred.    30 
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5.3 AMOC and Ocean Temperatures  1 

We have already discussed the possible regulating role of the AMOC for the impacts of 2 

radiative forcing on near surface air temperature, SST, surface evaporation, and melting of 3 

sea-ice. This 3-dimensional current is regarded as a part of the global conveyer belt. A 4 

common view is that the upward closing branch is a large scale balance between upwelling 5 

and diapycnal mixing (e.g. Munk and Wunsch, 1998). AMOC is driven by wind stress and by 6 

thermohaline forcing. The latter occurs when cold and saline water is produced at high 7 

latitudes and becomes negatively buoyant and sinks.  8 

Under anthropogenic climate change, increased precipitation and melting of the cryosphere 9 

may stabilize the vertical water column at high latitudes and lead to a reduced AMOC (e.g. 10 

Hofmann and Rahmstorf, 2009). We have already seen that NorESM1-M simulates increased 11 

precipitation in the northern North Atlantic Ocean and reduced precipitation in the subtropics 12 

under RCP scenarios (Fig. 8). Observational studies indicate that surface water has become 13 

fresher in areas relevant for deep water formation already during the recent decades (Curry 14 

and Mauritzen, 2005). A slower AMOC may be associated with reduced poleward transport 15 

of heat in the upper ocean and cause colder climate regionally over the northern North 16 

Atlantic Ocean, the Arctic, and in North-west Europe. Persistent wind stress in the storm-17 

track regions combined with increased subtropical surface salinity may compensate if more 18 

saline water is transported northwards by the surface wind driven currents (Bethke et al., 19 

2006).        20 

Figure 10 (upper panel) shows the time series of maximum AMOC strength at 26.5°N in the 21 

NorESM1-M simulations runs piControl, Historic1, 2 and 3, and the 4 RCP scenarios. The 22 

piControl time series has a mean value of 30.8 Sv and a small but significant (p-value < 0.01) 23 

linear trend of -0.6 Sv over 500 years (Bentsen et al., 2012). The historical experiments do not 24 

clearly agree on a substantial deviation from the long-term evolution from the piControl 25 

experiment, which shows considerable amplitudes due to unforced internal variability. 26 

However, they all show a decreasing AMOC strength after about 1980, and in the moving 27 

averaged time series two of the historical members end at an AMOC strength near the 28 

minimum value encountered during the whole piControl integration.  29 

The reduction seen in the RCP experiments is considerably larger than the trend and 30 

variability of the piControl. When comparing the mean AMOC strength of the years 2091-31 

2100 in the scenario experiments to the mean strength of the control, the reductions are 3.6 Sv 32 
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for RCP2.6, 5.1 Sv for RCP4.5, 5.6 Sv for RCP6.0, and 9.9 Sv for RCP8.5. The relative 1 

reductions are thus approximately 12%, 17%, 18%, and 32%, respectively. In the SRES A1B 2 

scenario experiment of 16 models participating in CMIP3, Schneider et al. (2007) found a 3 

mean reduction of maximum AMOC strength at 30°N of about 4 Sv from year 2000 to 2100. 4 

This amounts to an average decline of about 25%. The SRES A1B scenario is closest to the 5 

RCP6.0 scenario in terms of estimated radiative forcing towards year 2100 (Houghton et al., 6 

2001; van Vuuren, 2011). The NorESM1-M simulation based on the RCP4.5 scenario, which 7 

was extended to year 2300 with constant aerosol emissions and greenhouse gas concentrations 8 

after year 2100, shows a rather stable AMOC strength of 25-26 Sv after year 2100. 9 

The zonal mean temperature change of years 2071-2100 of NorESM RCP8.5 compared to 10 

corresponding years of the piControl experiment is shown in the two bottom panels in Fig. 10. 11 

In the upper 200 m the warming is in excess of 2 K most places except where sea-ice is 12 

present and constrains the temperature at the freezing temperature. The warming is in general 13 

reduced with depth, and below 3000 m the warming signal is weak, particularly in the global 14 

average shown in the right panel of Fig. 10. At high latitudes, the warming penetrates deeper. 15 

A generally stronger warming signal is seen for the Atlantic Ocean in the left panel of Fig. 10 16 

compared to the global ocean. Also, for the Atlantic Ocean, the upper ocean temperature 17 

increase is efficiently communicated to the ocean interior at high latitudes.  18 

The overturning circulation of the Atlantic seems to carry a warming signal southward in the 19 

Atlantic at 2000-3000 m depth. Given that AMOC strength is reduced by a third by 2100, 20 

further penetration of heat to the deep ocean will be considerably reduced, although it will 21 

remain considerable in this model. A larger fraction of the greenhouse gas heating in the 22 

RCP8.5 scenario will nevertheless remain in the atmosphere and contribute to enhance the 23 

globally averaged surface warming. However, a considerably reduced heating (possibly 24 

cooling) may occur regionally at high latitudes adjacent to where the negatively buoyant 25 

water normally is formed in the Atlantic Ocean. In order to study such consequences, the 26 

RCP8.5-based simulation should be prolonged. Some caution should also be taken with 27 

regard to these results since NorESM1-M probably overestimate the strength of AMOC in the 28 

first place. 29 

 30 
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6 Changes in regional flow patterns  1 

The climate of the mid-latitudes is closely linked to large-scale cyclones that develop and 2 

propagate in the westerly jet-stream systems. In particular, extreme precipitation and flooding 3 

are linked to storminess and transport in the associated warm conveyor belt (Stohl et al. 2008; 4 

Gimeno et al., 2011). Extratropical cyclones are also important vehicles for the atmospheric 5 

meridional transport of heat, humidity and momentum between the low and high latitudes, as 6 

well as the maintenance of the jet-streams themselves (e.g. Bratseth, 2001; 2003). Absence of 7 

cyclones associated with persistent blocking events is likewise important for the occurrence of 8 

droughts. Furthermore, the changed occurrence of flow regimes or prevalent intrinsic weather 9 

modes can be claimed to be a regional manifestation of global climate change (Corti et al., 10 

1999; Branstator and Selten, 2009). In this section we address these aspects of the NorESM1-11 

M simulation results emphasizing the Northern Hemisphere (NH) and ENSO. 12 

6.1 NH storminess  13 

The climatological storminess in the northern hemisphere (NH) extratropics simulated with 14 

NorESM1-M is diagnosed using the standard deviation of 2.5-6 days band-pass filtered 500 15 

hPa geopotential height. The band-pass filter is the same as used by Blackmon (1976), which 16 

has been shown to retain baroclinic waves consistent with theoretical and modelling studies 17 

(e.g. Chang, 2002; and references therein).  Although this field represents baroclinic wave 18 

activity we will refer to it here as a measure of storm track activity.  Figure 11 shows the 19 

annual mean storm tracks for the NorESM1-M historical simulation compared to the ERA-40 20 

reanalysis (Uppala et al., 2005).  Many of the main characteristics of the NH storm tracks are 21 

well simulated, although the amplitude of the band-pass filtered variability overall are slightly 22 

too weak. Note that this amplitude bias is significantly reduced for the AMIP run of the 23 

NorESM1-M model with prescribed SSTs based on observations. Parts of the bias in the fully 24 

coupled NorESM1-M can thus be attributed to systematic errors in the simulated SST field. 25 

Another notable bias is found over the North-Atlantic Ocean where the storm track is too 26 

zonal and lacks the characteristic poleward tilt in the ERA-40 data. This bias is very similar to 27 

that reported for the CAM3 model (Hurrell et.al 2006), and the bias appears to be intrinsic to 28 

the atmospheric model component, since it is virtually unchanged in the AMIP run of the 29 

NorESM1-M.   30 
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Figure 12 shows the projected changes for 2071-2100 compared to 1976-2005 for the RCP8.5 1 

scenario. The annual mean change is dominated by a slight general weakening of the band-2 

pass filtered variability except for over the northern North-Atlantic Ocean where a poleward 3 

shift in the storminess is apparent. This poleward shift is prominent mainly during summer 4 

and autumn. Although the shift is statistically significant at the 5% level, Fig. 12 also includes 5 

the spread between the 3 historical NorESM1-M simulations for the period 1976-2005. This 6 

sample is of course too small to adequately represent the model’s internal variability, but the 7 

amplitude of the poleward shift as well as the more general weakening can, at least, be seen to 8 

exceed this spread. A poleward shift of mid-latitude storm tracks has also been diagnosed in 9 

many climate model simulations as a response to anthropogenic greenhouse-gas forcing (e.g. 10 

Yin, 2005). 11 

6.2 NH blocking 12 

Whilst storminess is associated with frequent occurrence of precipitation and possibly 13 

flooding, the blocking phenomenon is closely connected with persistent anticyclones, which 14 

tend to suppress precipitation at mid-latitudes for periods of up to several weeks. Incidents of 15 

extensive droughts can be associated with blocking, and the ability of climate models to 16 

simulate and project the climatic occurrence of droughts at mid-latitudes will be limited by 17 

their ability to simulate blocking.  18 

To diagnose atmospheric blocking we use the index originally proposed by Lejanäs and 19 

Økland (1983) and later modified by Tibaldi and Molteni (1990) (TM). The TM index uses a 20 

persistent reversal of the gradient of the 500 hPa geopotential height around a central latitude 21 

(50oN) as an indicator of blocked flow. The central latitude is allowed to vary by 22 

approximately 3.8 degrees (2 grid points in the NorESM) to include small latitudinal shifts in 23 

the block. The blocks were further required to last for at least 5 days and be present at 7.5 24 

degrees consecutive longitudes.      25 

Pelly and Hoskins (2003) have shown that a fixed central blocking latitude suitable for 26 

detecting blocks over the North Atlantic leads to spurious detection over the North Pacific. 27 

We therefore also calculate a “vTM” index where the central latitude varies with the longitude 28 

of the climatological storm track. The central latitude is defined as the maximum of the 29 

standard deviation of the 2.5-6 days band-pass filtered geopotential height anomalies at 500 30 
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hPa.  To account for the seasonal cycle of the storminess, the central latitude for a given 1 

month is calculated as the climatological 3-month average centred on that month.   2 

Figure 13 shows the seasonal blocking frequency for the NorESM1-M Historic1 simulation 3 

for 1976-2005 compared to the ERA-40 reanalysis for 1979-2002. The variable latitude 4 

“vTM” index is shown. For all seasons the model largely fails to adequately simulate 5 

blocking over the North-Atlantic Ocean and western Europe in NH winter and spring. This is 6 

consistent with the too zonal propagation of storms in this sector (Fig. 11). This common 7 

deficiency amongst climate models (e.g. D’Andrea et al., 1998) may be partly attributed to the 8 

coarse resolution, as the investigation of Jung et al. (2012) suggests that around 40 km 9 

resolution is needed. Matsueda et al. (2009) even found that a horizontal resolution of 20 km 10 

was required to accurately simulate the frequency of Euro-Atlantic blocking, and that higher 11 

resolution generally improves the representation in this sector. Further to the east, over the 12 

Eurasian continent, blocking is better simulated but exaggerated. Similar results are seen 13 

when blocking is defined at 50oN fixed latitude, although the bias is smaller in spring (not 14 

shown). For blocking in the NH summer and fall, the Euro-Atlantic blocking is better 15 

reproduced, but still underestimated.  16 

Over the Pacific the simulated blocking frequency is closer to the observed, which is 17 

consistent with the conclusion by Matsueda et al. (2009) that the required horizontal 18 

resolution is coarser in the Pacific sector than in the Atlantic. It should be noted that there is 19 

some evidence that blocking deficits also can be reduced, even with relatively coarse 20 

resolution, by improving the SST field and reducing the time mean bias in the westerlies 21 

(Scaife et al., 2011). 22 

The projected changes in blocking frequency during 2071-2100 for the RCP8.5 scenario 23 

compared to 1976-2005 are shown in Fig. 13. Using again the “vTM” index an increased 24 

blocking frequency is apparent for the sector 0-100oE for the summer months as well as in the 25 

sector 0-40oE during spring. We emphasize, however, that since there are large systematic 26 

biases in blocking frequency for the same sectors, these projections must be interpreted with 27 

great caution. The projected changes diagnosed using the index with fixed 50oN latitude (not 28 

shown), show considerably smaller changes than “vTM”, which may be due to the 29 

simultaneous poleward shift in the position of the westerlies. This contradicts the use of fixed 30 

latitudes for the blocking index. Such sensitivity to choice of index has also been reported by 31 

Barnes et al. (2012), and adds to the uncertainties connected with blocking simulation in 32 
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climate models. The projected increase in blocking frequency can be linked to the reduced 1 

precipitation in the region except for Northern Europe. 2 

6.3 NH EOF-analysis 3 

In order to describe the low frequency variability in the NorESM1-M, an EOF (empirical 4 

orthogonal function) analysis has been applied to monthly mean 500 hPa geopotential height 5 

anomalies during extended winter seasons (DJFM) from 1976 to 2005, where the JFM-6 

months define the year associated with each season. The three historical ensemble members 7 

for the mentioned period define the climatology about which the anomalies are calculated.  8 

To calculate the EOFs (see e.g. Bjørnson, 1997; Hannachi, 2007; Monahan, 2009) the 9 

anomalies for each historical ensemble member are detrended by calculating deviations from 10 

a 5 year moving average, and a common seasonal cycle for the simulated 1976-2005 period 11 

estimated by subtracting separate averages for each month (3x30 values are averaged per 12 

month). The EOFs thus represent spatial structures of the 500 hPa geopotential height fields 13 

associated with non-seasonal variations up to a few years, similar to the analysis of Corti et al. 14 

(1999) which was further extended by Molteni et al. (2006), based on NCEP re-analysis data 15 

(Kalnay et al, 1996).  16 

The detrended, non-seasonal monthly anomalies are formally organized into a matrix A, 17 

where the rows are the 3x30x4 spatial anomaly patterns and the columns are the monthly 18 

values of the anomaly in each point in space. The EOFs are the eigenvectors (wrt. the 19 

standard Euclidian inner product) of the covariance matrix, C = ATA, i.e. CR=RΛ where Λ is 20 

the diagonal matrix containing the eigenvalues, λi, of C. The column vectors in R are the 21 

mutually orthogonal eigenvectors eofi of C. Each eigenvalue measures the fraction of the total 22 

variance that the corresponding EOF pattern accounts for. 23 

The associated principal components (PC) are time-series of the projections of A onto the 24 

EOFs: PCi = A . eofi.In addition to calculating the PCs for the three historical simulations for 25 

the DJFM-winters 1976-2005, the time-series of the projections of the non-detrended anomaly 26 

data on each EOF have been estimated for the GHG only (GHG), aerosol only (AER), and 27 

natural forcing only (NAT), as well as the projected scenario RCP8.5. Note that all anomalies 28 

are calculated w.r.t. the 1976-2005 climatology for the three historical ensemble members 29 

before projection onto the EOFs.  30 
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One reason for using EOF-based flow regime analysis in the context of climate change, is that 1 

internal dynamics in the climate system may determine the patterns of climate response to 2 

external forcing rather than the structure of the forcing itself (Palmer, 1999; Branstator and 3 

Selten, 2008; Iversen et al., 2008), although this view needs to be extended to account for 4 

local internal feedbacks in the climate system, which can be particularly strong in connection 5 

with Arctic snow and sea-ice (Boer and Yu, 2003).   6 

The obtained projections onto selected EOFs for scenario simulations can therefore be 7 

directly compared with the PCs of the three historical ensemble members. If systematic 8 

differences are found, these can potentially be attributed to the differences in external 9 

conditions, whilst differences between the historical ensemble members’ PCs will reflect 10 

internal variability. At present we have not estimated any probability density functions for 11 

projection coefficients; a method whose validity is under some discussion (Stephenson et al., 12 

2004; Molteni et al., 2006). 13 

The validity of potential results described above will not be convincing if the EOFs for the 14 

modelled fields differ considerably from “observed” EOFs from re-analysis data (e.g. Corti et 15 

al., 2003). One additional purpose of an analysis like this is therefore to investigate to what 16 

extent selected atmospheric flow regime patterns are reproduced in NorESM1-M. Hence we 17 

have also calculated EOFs to the NCEP reanalysis data for the same extended winter seasons 18 

of 1976-2005, in the same way as was done by Corti et al. (1999) and Molteni et al. (2006), 19 

but for a shorter period. 20 

Figure 14 shows the 500 hPa geopotential height pattern for the 4 leading EOFs from the 21 

detrended monthly data for the three ensemble members of the historical simulations with 22 

NorESM1-M. Each EOF is scaled to represent one standard deviation of its principal 23 

component. They are then compared to the two leading EOFs calculated in the same way for 24 

the reanalysis data from NCEP for the same 30 winters (Kalnay et al., 1996). The first EOF 25 

for both the reanalysis and the model represents the Arctic Oscillation (AO), or alternatively 26 

the Northern Annular Mode (NAM). The shapes are slightly different in NorESM1-M with a 27 

maximum centred in the central Arctic, while the NCEP data has a centre displaced over to 28 

the Atlantic sector, but both have secondary maxima of the opposite sign in southern Europe, 29 

north-eastern North America, and the northern Pacific Ocean. These differences for EOF1 30 

may be associated with systematic errors in the storminess patterns and the blocking 31 

occurrence over the North Atlantic Ocean and Europe mentioned in sections 6.1 and 6.2. 32 
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The second EOF of NorESM1-M differs significantly from that of the NCEP data. Both EOFs 1 

are combinations of patterns reminiscent of the Pacific North American (PNA) (Wallace and 2 

Gutzler, 1981) and the cold-ocean-warm-land (COWL) (Wallace et al., 1996) in combination 3 

with the North Atlantic Oscillation (NAO). However, while the NCEP EOF2 is dominated by 4 

the latter, the NorESM1-M EOF2 is dominated by the PNA. Furthermore, the NAO 5 

resemblance in NorESM1-M’s EOF2 is weak and slightly displaced eastwards, while it turns 6 

up considerably more clearly in the fourth EOF. The third EOF of NorEMS1-M resembles the 7 

EOF4 of NCEP (not shown).  8 

Another difference between NorESM1-M and NCEP is revealed by the eigenvalues 9 

associated with the EOFs, i.e. the “explained variance” of each EOF as shown by the 10 

percentages above each EOF in Fig. 14. The low-order EOFs from the NorESM1-M data 11 

“explain” a larger portion than the corresponding low-order NCEP EOFs. 12 

Figure 15 shows the time series of the decomposition of monthly 500 hPa geopotential height 13 

anomalies from NorESM1-M on the respective EOF1, EOF2 and EOF4 with the sign shown 14 

in Fig. 14. The data are from the three historical ensemble members and the RCP8.5 scenario 15 

for the years 2071-2100. These data include the inter-annual (and longer) trends and the 16 

systematic differences between the historical and the scenario, but not the seasonal variations. 17 

Since all the anomalies are calculated with respect to the same climatology, defined by the 18 

three historical ensemble members for 1976-2005, a given value of the component identifies 19 

an exact monthly state, irrespective of the data source. The main curves in the diagrams are 20 

the 10-years moving averages of the components. If a coloured curve lies outside of the range 21 

of the three historical ensemble members, this may indicate that the scenario assumption 22 

(RC8.5) leads to systematic differences from internal natural variability.  23 

For PC1, this is clearly not the case, and neither for PC3 (not shown). For PC2 and PC4, 24 

however, there are indications of systematic differences, although less clear for the latter. One 25 

possible interpretation is that in the RCP8.5 climate towards the end of the 21st century, 26 

positive phase PNA may occur less frequently or the negative phase PNA may occur more 27 

often. Furthermore, but with less confidence, positive phase NAO may occur more often or 28 

negative phase NAO less frequently. More investigations of the significance of this and on 29 

probability density functions for the different combinations of PCs are ongoing.   30 

Finally, Fig. 15 also includes the components of anomalies associated with the historical 31 

single forcing experiments. Even though there are some signs of opposite results for the GHG 32 
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and the aerosol experiments, none of these are outside the ranges of natural variability defined 1 

by the three ensemble members with all forcing components included. 2 

6.4 ENSO 3 

The ”El Niño Southern Oscillation” phenomenon is a dominant interannual regional weather 4 

pattern in the coupled atmosphere-ocean system (e.g. Trenberth, 1997). The amplitude 5 

(Trenberth and Shea, 1987; Wang, 1995), the frequency of occurrence, and the pattern 6 

structure (An and Wang, 2000) are modulated on multi-decadal timescales. Nevertheless, it is 7 

a well recognized weather pattern with large impacts over the western equatorial South 8 

America. It also has considerable remote impacts (Trenberth et al, 1998) showing up as a 9 

pattern in the NH extratropical troposphere reminiscent of the PNA internal mode of 10 

variability although the patterns of the ENSO-response and the PNA are different (Straus and 11 

Shukla, 2002). The annual global mean surface air temperature is influenced by the ENSO 12 

phase. 13 

Bentsen et al. (2012) show that for the NINO3.4 index NorESM1-M simulates variability on 14 

shorter time-scales (2-4 years) than the HadISST observations (3-7 years, Rayner et al, 2003). 15 

It has not been investigated to what extent this is dominated by model errors or if it can be 16 

related to interdecadal modes of variability (An and Wang, 2000). However, the recent 17 

analysis by Kim and Yu (2012) indicates that both modes of the ENSO variability are 18 

represented in the NorESM1-M simulations, as one of the 9 out of 20 CMIP5 models.  19 

Figure 16 shows the time series of the NINO3.4 index for HadISST data, and from 20 

NorESM1-M, the piControl, the Historic1, and the RCP8.5. The more frequent recurrence in 21 

the NorESM1-M results for piControl and Historic1 is possible to recognize from the time 22 

series. A difference between the time series for RCP8.5 and either Hirstoric1 or piControl is 23 

less evident even though both amplitudes and return periods appear slightly reduced in the 24 

scenario. To the extent that it is correct to associate warm-phase ENSO with a positive PNA 25 

pattern, this result is consistent with the EOF-analysis in Sect. 6.3.  26 

The spectra in Fig. 16b also indicate such changes. There are two peaks in the piControl, a 27 

primary peak around 3 years and a secondary around 6-7 years. Except for RCP4.5, the two 28 

peaks are less distinct in the scenarios. For RCP4.5 the two peaks appear distinct with a 29 

smaller difference between them, but both peak at shorter periods than in piControl. There are 30 

also signs of less energy on periods longer than a decade for all RCPs except RCP6.0.  31 
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Further investigations with a larger number of ensemble members are required to establish the 1 

significance of these changes. The significant biases in the model simulations also reduce the 2 

confidence in the changes, even though they are internally consistent and the preliminary 3 

study by Guilyardi et al. (2012) confirms that NorESM1-M is one of the two out of 14 CMIP5 4 

models which simulate significantly reduced ENSO variability (in that case, the NINO3 5 

index) for the abrupt 4xCO2 experiment, and close to significantly reduced for the gradual 6 

experiment.  7 

 8 

7 Summary and Conclusions 9 

This paper presents a wide range of results for simulations with the new global climate model 10 

NorESM1-M. While the basics of the model predominantly is presented together with 11 

validation studies in the companion paper by Bentsen et al. (2012), we have presented and 12 

discussed different aspects of the model’s properties concerning the climate sensitivity and 13 

response to prescribed changes that lead to radiative forcing. We believe that the results from 14 

CMIP5 experiments with NorESM1-M, which are only discussed to some extent in this paper, 15 

are valuable contributions to the development of climate system science, as well as to the total 16 

evaluation of possible human induced climate change. The data are open for anyone to 17 

download and analyze from http://cmip-pcmdi.llnl.gov/cmip5/index.html. 18 

The clouds in the NorESM1-M tend to dampen the response to GHG forcing (-0.09 Wm-2K-1), 19 

as the long-wave cloud response is considerably smaller than the negative short-wave 20 

response. The clear-sky response is negative (-1.02 Wm-2K-1), in close agreement with other 21 

models (Andrews et al., 2012). The model has a strong Atlantic meridional overturning 22 

circulation (AMOC) of 30.8 Sv averaged over the piControl simulation period. This 23 

contributes to an efficient transport of heat into the deep oceans and reduces the heat available 24 

for increasing the surface temperature and to melt ice and snow. Exceptions may include 25 

regions adjacent to where major deep water formation takes place, where strong convergence 26 

of warm water in the upper ocean levels may occur, such as in the Atlantic sector of the Arctic 27 

and in Northwest Europe. The two estimates we have made of the equilibrium climate 28 

sensitivity are both slightly lower than 2.9 K for a long-term adjustment to an abrupt doubling 29 

of CO2. The transient climate sensitivity is estimated at slightly less than 1.4K for gradual 30 

CO2-increase until doubling. We argue that the latter may be an underestimate since very 31 

slow feedback processes may occur in response to a reduction of AMOC, which will 32 
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gradually decrease the efficiency of deep ocean heat uptake. Nevertheless, NorESM1-M is 1 

amongst the less sensitive global climate models (Andrews et al., 2012).  2 

We have also seen that the projections of global temperature increase based on RCP scenarios 3 

also are substantially smaller than most other global climate models contributing to the 4 

CMIP5 experiment, although inside one standard deviation below the ensemble mean. In 5 

addition to the low climate sensitivity, NorESM1-M also includes the predominant cooling of 6 

aerosols, both the direct effect and the indirect effects of pure water clouds, although their 7 

magnitude in the present model version is quite moderate (Kirkevåg et al., 2012). The 8 

geographical distribution of the heating shows the well-known response patterns of stronger 9 

warming over continents than oceans and a considerable amplification in the Arctic. The 10 

response in sea-ice is projected to be considerably larger in the Arctic than the Antarctic, and 11 

the extent in September is reduced to less than half by 2100 for three of the four RCP 12 

scenarios. For RCP8.5 this annual minimum is reduced to zero. Even though the winter 13 

maximum in March is relatively much less reduced, this will mean that the major extent of the 14 

winter Arctic sea-ice is generated during the same season. 15 

For precipitation the largest response in the RCP scenarios towards the end of the 21st century 16 

is simulated at low latitudes, with an increase in the tropics and a decrease in the subtropics. 17 

In the extratropics and the high latitudes, precipitation is projected to increase, but in the NH 18 

summer the subtropical drying is extended northwards to mid-latitudes, including southern 19 

parts of North America and Europe. Projections of gross budget numbers in the atmospheric 20 

water cycle indicate intensification of all components except the evaporation from land. This 21 

reflects that both types of precipitation extremes increase over land. Dry spells increase as 22 

well as intensity of precipitation, while incidents with medium precipitation intensities will 23 

become less frequent. 24 

The increased precipitation and melting in the Arctic will influence the thermohaline forcing 25 

of the deep water formation, and thus the strength of the AMOC. All the RCP-scenarios are 26 

projected to lead to significantly reduced AMOC. RCP8.5 reduces AMOC by ca. one third by 27 

2100, and in RCP4.5, which was run to 2300 with a stabilization scenario after 2100, the 28 

AMOC levels off at about 15-17% lower intensity. Since NorESM1-M probably 29 

overestimates the AMOC speed, there are doubts associated with the quality of these results. 30 

Precipitation and droughts in the extratropics is associated with storminess and blocking 31 

occurrence. The model is found to generally underestimate the variability in the zones of 32 
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extratropical storminess, and a considerable part of this bias error is linked to errors in the 1 

SST-simulations. The patterns of storminess are also too zonal over the North Atlantic Ocean. 2 

This is consistent with the too rare occurrence of blocking over the North Atlantic Ocean and 3 

western Europe. Other recent investigations indicate that this can be related to too coarse 4 

horizontal resolution (Jung et al., 2012). Under RCP scenarios, NorESM1-M generally 5 

projects a northward displacement of the storminess. For blocking, an increased occurrence in 6 

the European-Atlantic sector in spring and further extended over Eurasia during summer is 7 

projected for the most extreme scenario (RCP8.5).  8 

The mid-tropospheric pattern of the leading EOF during winter, representing the northern 9 

annular mode (NAM), has some pattern errors that can be associated with the systematic 10 

errors of the storminess. Furthermore, while the second EOF is dominated with a pattern 11 

reminiscent of the Pacific North American (PNA) pattern, the main influence of the North 12 

Atlantic Ocean turns up in the fourth EOF. From NCEP re-analysis data, the second EOF 13 

contains the main pattern of the NAO in addition to PNA. Under the RCP8.5 scenario towards 14 

2100, there are indications that the average NAO index will increase (more positive and less 15 

negative events) and the average PNA index will decrease (more negative and less positive). 16 

The first result is consistent with the changes in storminess, while changes in blocking are 17 

insignificant in winter. The reduced PNA can be associated with the reduced amplitude of the 18 

projected NINO3.4 index, even though both the change in ENSO and the relation between 19 

ENSO and PNA are associated with low confidence.    20 

Two of the single forcing experiments for the historical period have been addressed: the GHG 21 

only and the aerosol only. The response patterns by 1976-2005 compared to the pre-industrial 22 

control run are to a large extent similar but with opposite sign. This is also true for 23 

precipitation, but with some important exceptions at low latitudes. The model simulates a 24 

southward displacement of ITCZ due to aerosol forcing, and in particular during NH summer. 25 

This change may partly cancel and partly reinforce changes caused by GHG alone. 26 

Reinforcements are simulated in the northern hemispheric subtropics with reduced 27 

precipitation and increased droughts, and at the southern flank of the ITCZ in the Pacific 28 

Ocean with increased precipitation. In consequence, the double ITCZ systematic error seen in 29 

many models (also CCSM4, Gent et al., 2011) is reduced in NorESM1-M partly due to the 30 

impact of aerosols (see Bentsen et al., 2012).   31 

  32 
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Table 1: Different estimates of climate sensitivity of the NorESM1-M with 2 degrees 1 

resolution. Data for the CCSM4 with 1 deg. resolution included for comparison are provided 2 

by Bitz et al. (2012). Symbols are explained in the main text; see also Fig. 1.  3 

 4 

 5 

Table 2: Global gross feedback response (X) in TOA radiation parameters (X) as determined 6 

by linear regression of model simulated annual change (X) with respect to the corresponding 7 

annual surface air temperature change (T) after abrupt 4xCO2. The quantity X = 8 

d(X)/d(T), and X is long-wave (LW) and short-wave (SW) all-sky and clear-sky TOA 9 

outgoing radiation, long-wave (LWCF) and short-wave (SWCF) cloud forcing, or net cloud 10 

radiative effect (CRE).  11 

 12 

 Teq         

K 
Teff        

K 
Treg        

K 
Rf_reg 

Wm-2
 

reg   
Wm-2K-1 

TTCR    
K 

TTCR,eff 
K

NorESM1-M 2 
deg 

not calc. 2.86 2.87 3.16 1.101 1.39 2.32 

CCSM4,  

1 deg. 
3.20 2.78 2.80 2.95 1.053 1.72 2.64 

 
LWAllsky  

Wm-2K-1

SWAllsky  

Wm-2K-1

LWclearsky 

Wm-2K-1

SWclearsky 

Wm-2K-1

LWCF  

Wm-2K-1 

SWCF  

Wm-2K-1 

CRE    

Wm-2K-1 

NorESM1-M 

2 deg 
-1.80 +0.70 -1.86 +0.84 +0.06 -0.15  -0.09 
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Table 3: Global gross feedback response (X) in parameters (X) characterizing the hydro-1 

climate, as determined by linear regression of model simulated annual change (X) with 2 

respect to the corresponding annual surface air temperature change (T) after abrupt 4xCO2. 3 

X is annual amounts of evaporation (E), precipitation (P), or the difference (E-P) accumulated 4 

globally, from oceans, or from land (103km3yr-1).  5 

 6 

 7 

 8 

Table 4: Global gross feedback response (X) in (X=) yearly averaged sea-ice area (AREA, 9 

106km2yr-1), and volume (VOL, 103km3yr-1) in the northern (NH) or southern (SH) 10 

hemispheres, as determined by linear regression of model simulated annual change (X) with 11 

respect to the corresponding annual surface air temperature change (T) after abrupt 4xCO2.  12 

 13 

 
P-GLOB  

103km3K-1

E-OCEAN  

103km3K-1

P-OCEAN  

103km3K-1 

(E-P)-OCEAN  

103km3K-1 

E-LAND  

103km3K-1 

P-LAND  

103km3K-1 

NorESM1-M 

2 deg 
14.58 12.42 12.40 

 +0.02 

(- 0.29  –  +0.32) 
2.16 2.18 

 
AREA-NH  

106km2K-1 yr-1

VOL-NH   

103km3K-1yr-1

AREA-SH  

106km2K-1 yr-1
 

VOL-NH  

103km3K-1 yr-1
 

NorESM1-M 

2 deg 
-2.39 -10.55 - 0.86 -2.52 
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Table 5: Simulated changes in selected global annual data with NorESM1-M from the period 1 

1976-2005 (Historic1) to 2071-2100 based on the four projected representative concentration 2 

pathways (RCP) scenarioes. The hydro-climatic quantities marked with a star (*) are 3 

estimated using the fact that EGLOBAL=PGLOBAL in the model. The rightmost columns contain 4 

total values simulated for 1976-2005 (Historic1), and the difference between this and 5 

piControl. 6 

  7 

 8 

 
RCP8.5 – 
Historic1 

RCP6.0 – 
Historic1 

RCP4.5 – 
Historic1 

RCP2.6 – 
Historic1 

Historic1 
1976-2005 

Historic1 – 
piControl 

T2m / K +3.07 +1.86 +1.65 +0.94 286.78 +0.50 

SST / K +1.76 +1.06 +0.95 +0.59 282.92 +0.34 

AREASeaIce / 
106km2 -6.24 -3.48 -2.97 -1.43 20.76 -1.14 

PGLOBAL /  

1000km3yr-1
+27 +17 +17 +12 521 0 

EOCEANS 

1000km3yr-1 
+25 +15 +14 +10 442 +1 

(E-P)OCEANS 

1000km3yr-1
 

+8 +4 +2 +1 43 +1 

POCEANS* /  

1000km3yr-1
+17 +11 +12 +9 399 0 

PLAND* /  

1000km3yr-1
+10 +6 +5 +3 122 0 

ELAND* /  

1000km3yr-1 
+2 +2 +3 +2 79 -1 
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Table 6: Simulated changes in annual total precipitation (P, mm yr-1) and annual total runoff 1 

(R, mm yr-1) with NorESM1-M in Europe, Northern Europe, and the Mediterranean region, 2 

from the period 1976-2005 (Historic1) to 2071-2100 based on the four projected 3 

representative concentration pathways (RCP) scenarios. The rightmost columns contain total 4 

values simulated for 1976-2005 (Historic1), and the difference between this and piControl. 5 

 
 

RCP8.5 – 
Historic1 

RCP6.0 – 
Historic1 

RCP4.5 – 
Historic1 

RCP2.6 – 
Historic1 

Historic1 

1976-2005 

Historic1 – 
piControl 

PEUR /  

mm yr-1 
+32.3 +12.0 +25.5 +42.1 862.1 -19.8 

E
ur

op
e 

REUR /  

mm yr-1 
-11.8 -16.5 -10.1 +5.7 316.4 -2.0 

PN-EUR /  

mm yr-1
+81.9 +61.2 +53.5 +18.9 723.1 +43.3 

N
or

th
E

ur
 

RN.EUR /  

mm yr-1
+24.1 +21.8 +11.6 -10.3 468.4 +40.6 

PMED /  

mm yr-1
-79.7 -36.3 -5.8 +20.6 611.5 -41.1 

M
ed

it
er

. 

RMED /  

mm yr-1
-25.3 -12.2 -3.6 +3.9 90.3 -9.77 
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 1 

Figure 1. Aspects of climate sensitivity and gross feedback effects in NorESM1-M based on 2 

the experiments “abrupt 4xCO2“ and “gradual 4xCO2”. a) Model simulated change in yearly 3 

TOA net downward radiation (Wm-2) as a function of changed global surface air temperature 4 

(K) (black dots) and effective temperature response, Teff (n) (red dots, n=111,…,150), for the 5 

abrupt 4xCO2 experiment. The black line is the linear regression with a slope =1.101 Wm-6 
2K-1 and intercept Treg(4xCO2)=5.74K with the x-axis. The black cross is the average for the 7 

red dots with Teff(4xCO2) = 5.71K. b) Calculated changes in TOA long-wave (blue), short 8 

wave (red) and net (black) downward cloud radiation (Wm-2), as a function of changed global 9 

surface air temperature for the abrupt 4xCO2 experiment. The slopes of the linear regression 10 

lines are given in Table 2. c) The maximum AMOC (Sv) at 26.5 oN as a function of time for 11 

piControl (grey), abrupt 4xCO2 (blue) and gradual 4xCO2 (red). d) Changed temperature 12 

zonally averaged for global oceans for the gradual 4xCO2 experiment at the time of CO2 13 

doubling. e) The global TOA radiation heat flux as a function of time in the gradual 4xCO2 14 

experiment along with the globally averaged downward flux of heat through depth levels in 15 

the world oceans. f) Same as e) but for the abrupt 4xCO2 experiment. 16 



 44 

 1 

Figure 2. Globally and annually averaged aerosol column burdens for particulate organic 2 

matter (POM), particulate sulphate as S (SO4-S), and black carbon (BC) (upper panel), 3 

aerosol optical depth (AOD) (middle panel), and aerosol optical depth for absorption (AAOD) 4 

(lower panel) from 1850 onwards, calculated online in NorESM1-M. Curves for Historic1 5 

from 1850 to 2005 are black. For scenario projections, green are RCP2.6 for 2005-2100, blue 6 

are RCP4.5 for 2005-2300 (negligible variations after 2150), orange are RCP6.0 for 2005-7 

2100, and red are RCP8.5 for 2005-2100. The brown curves are contributions to AOD and 8 

AAOD in Historic1 by natural aerosols only, including prescribed stratospheric sulphate from 9 

explosive volcanoes.  10 
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 1 

Figure 3. From the top panel and downwards, the figure shows the net global long-wave 2 

(positive upwards), short-wave (positive downwards), and total (positive downwards) 3 

radiative flux at the top of the atmosphere during the NorESM1-M simulations for 1850 to 4 

2300. The next two panels show diagrams for the global surface air temperature and average 5 

daily precipitation. Black: Historic1; green: RCP2.6; blue: RCP4.5; orange: RCP 6.0; red: 6 

RCP8.5.  7 

 8 
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 1 

Figure 4. NorESM1-M single forcing simulations of the historical period 1850-2005 and for 2 

the period 1976-2005 compared to piControl. Response in annual mean surface air 3 

temperature (left panels) and average daily precipitation amounts (right panels). Upper panels 4 

shows global annual from 1850 to 2005 for Historic1, 2, and 3 with full forcing (black), with 5 

natural forcing only (green), GHG only (red), and aerosols only (blue). The panels in the 6 

middle show changes between piControl and 1976-2005 for GHG only, while the lower 7 

panels show corresponding results for aerosols only.  8 
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 2 

Figure 5. Model simulated change in average daily precipitation during 1976-2005 relative to 3 

piControl for the historical forcing experiments “GHG only” and “aerosol only”. Upper 4 

panels: zonally averaged changes in daily precipitation amounts for December-January-5 

February (a) and June-July-August (b). Red: GHG only; black: aerosol only. Lower panels: 6 

The sum of the changes in the GHG only and the aerosol only experiments (c); and the 7 

changes in the Historic1 experiment with all natural and anthropogenic forcing agents 8 

included (d). White patches indicate that changes are insignificant at the 95% confidence level 9 

compared to internal variability in piControl. Units are mm/day in all panels.  10 
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 2 

Figure 6. Model simulated development from 1850 to 2100 in surface air temperature relative 3 

to the 1850-1899 average for Historic1 until 2005 followed by a range defined by the four 4 

RCP scenario projections. Blue: global data; red: the NH polar area north of 65oN. The 5 

diagram can be compared with Fig. 25 in Bentsen et al. (2012) 6 

 7 

Figure 7. Model calculated annual surface air temperature anomalies relative to the 1850-1899 8 

average for RCP2.6 (upper panels) and RCP8.5 (lower panels), averaged globally (left panels) 9 

and over land areas (right panels). Black lines: NorESM1-M; blue and red lines: ensemble 10 

mean over 15 other models contributing to CMIP5, gray shading: one standard deviation on 11 

each side of the ensemble mean; blue and red shading: range defined by max and min values 12 

amongst the 15 models. 13 
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 1 

Figure 8. Model simulated change in mean surface air temperature (K) (a and b) and 2 

percentage change in precipitation (c, d, e, f) from 1976-2005 to 2071-2100. Annual averages 3 

for RCP2.6 (a and c) and for RCP8.5 (b and d); RCP8.5 precipitation for e) Dec-Jan-Feb and 4 

f) Jun-Jul-Aug. 5 
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Figure 9. Decadal moving average annual evaporation minus precipitation (a) and evaporation 2 

(b) from the oceans, and the northern (c) and southern hemispheric (d) March and September 3 

sea-ice extent during the NorESM1-M simulations for 1850 to 2300. Black in (a) and (b) and 4 

blue in (c) and (d): the piControl, red: 1850-2005 Historic1, 2 and 3; dark green: RCP2.6 5 

2005-2100; light green: RCP4.5 2005-2300; magenta: RCP 6.0 2005-2100; cyan: RCP8.5 6 

2005-2100. Black curves in (c) and (d) are sea-ice extents estimated from observations 7 

(NSIDC, Fetterer et al., 2009).     8 
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 1 

Figure 10. The top panel shows decadal moving averages of the annual max AMOC at 2 

26.5oN, where grey is piControl, blue are Historic1, 2 and 3, green is RCP2.6, turquoise 3 

RCP4.5, violet RCP6.0, and red is RCP8.5.  The bottom two panels show annual and zonal 4 

mean NorESM1-M simulated ocean temperature change for years 2071-2100 with RCP8.5 5 

compared to piControl. Left: The Atlantic Ocean; Right: global oceans. 6 

 7 

 8 
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Figure 11. Diagnosis of NH extratropical storminess in NorESM1-M simulations of 1976-2 

2005 (Historic1) by applying a band-pass frequency filter, emphasizing periods from 2.5 to 6 3 

days, to the 500 hPa geopotential height (left). The middle panel shows bias error when 4 

compared to the ERA40 reanalysis data for 1976-2002 (Uppala et al., 2005), and the right 5 

panel shows the corresponding bias for the period 1979-2005 of the AMIP simulations with 6 

NorESM1-M run without coupling to the ocean model but with SST-fields prescribed from 7 

observations.    8 

 9 

Figure 12. NorESM1-M simulated change from 1976-2002 to 2071-2100 in NH extratropical 10 

storminess, diagnosed as described in Fig. 11, using the RCP8.5 projection scenario (left). 11 

Colours indicate significant changes on the 95% confidence level. The right panel shows the 12 

standard deviation in the storminess amongst the three ensemble-members Historic1-3 for 13 

1976-2005, revealing that the significant changes diagnosed in the left panel are considerably 14 

larger for the main maxima. 15 
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 1 

Figure 13. Northern hemispheric seasonal blocking statistics for the Tibaldi and Molteni 2 

(1990) (vTM) index diagnosed relative to the latitudes of the seasonally averaged position of 3 

the westerlies (Pelly and Hoskins, 2002). Left panels are for the simulated NorESM1-M 4 

Historic1 for 1976-2005 compared to ERA40 statistics for 1976-2002, and right panels are 5 

projections for 2071-2100 with the RCP8.5 scenario compared to the period 1976-2005 6 

(Historic1) with NorESM1-M. Dots signify longitudes where differences are significant at the 7 

95% confidence level. 8 
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Figure 14. First and second rows show the 500-hPa-geopotential height associated with the 4 2 

leading eof-vectors for detrended, monthly average anomalies of the 500 hPa geopotential 3 

height for December-March over the years 1976-2005, based on the three ensemble members 4 

(Historic1, 2, 3) simulated with NorESM1-M. Seasonal variations are removed by calculating 5 

anomalies relative to the 30-year average for each month, while trends are removed by 6 

subtracting the 5-year moving average. The third row shows the corresponding maps of the 2 7 

leading eof-vectors calculated in the same way for the same 30 years using the NCEP re-8 

analysis data (Kalnay et al., 1996). 9 

 10 
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 2 

Figure 15. The left column shows components of the non-detrended geopotential height 3 

anomalies for each 4-month season (DJFM) of the 3 historical ensemble members for 1976-4 

2005 (black dashed lines and rings), and for the simulated climate projection for each 4-5 

month season of the years 2071-2100 (denoted on the x-axes) using the RCP8.5 scenario with 6 

NorESM1-M (magenta dashed lines and rings). Thick lines are 10-year forward moving 7 

averages. Right column shows similar components for the experiments with GHG-only (red), 8 

Aerosol-only (blue), and Natural forcing only (green) for 1976-2005. 9 
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Figure 16. Panel a) shows time series of detrended monthly SST anomalies of the NINO3.4 2 

region (5°S-5°N; 170°W-120°W). The anomalies are found by subtracting the monthly means 3 

for the whole time series. Red (blue) colours indicate that anomalies are larger (smaller) than 4 

+0.4K (-0.4K), see Trenberth (1997) for recommendations. Upper time series shows Hadley 5 

Centre Sea Ice and Sea Surface Temperature data set (HadISST; Rayner et al., 2003) for years 6 

1900-2005; middle time series consist of NorESM1-M Historic1 for years 1900-2005 7 

continued with NorESM1-M RCP8.5 for years 2006-2100; lower time series displays 8 

NorESM1-M piControl for years 750-950. Panel b) shows power spectra of the NINO3.4 9 

index (the SST anomalies normalized with its standard deviation) using the multi-taper 10 

method of Ghil et al. (2002) with resolution p=4 and number of tapers t=7. Data sources are 11 

NorESM1-M piControl years 856-950 (black), and NorESM1-M RCP2.6 (blue), RCP4.5 12 

(cyan), RCP6.0 (red), and RCP8.5 (magenta) for years 2006-2100. 13 


