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1 INTRODUCTION

Kernelization, a subfield of parameterized complexity, provides a mathematical framework to ana-
lyze the performance of polynomial-time preprocessing. It makes it possible to quantify the degree
to which polynomial-time algorithms succeed at reducing input instances of an NP-hard problem.
More formally, every instance of a parameterized problem IT is associated with an integer k, which
is called the parameter, and I1 is said to admit a kernel if there is a polynomial-time algorithm, called
a kernelization algorithm, that reduces the input instance of IT down to an equivalent instance of I
whose size is bounded by a function f (k) of k. (Here, two instances are equivalent if both of them
are either Yes-instances or No-instances.) Such an algorithm is called an f(k)-kernel for IL. If f (k)
is a polynomial function of k, we say that the kernel is a polynomial kernel. Over the last decade,
kernelization has become an active field of study, especially with the development of complexity-
theoretic lower-bound tools for kernelization. These tools can be used to show that a polynomial
kernel [5, 14, 21, 23] or a kernel of a specific size [10, 11, 24] for concrete problems would imply
an unlikely complexity-theoretic collapse. We refer to the surveys [19, 22, 27, 29] as well as the
books [9, 13, 17, 32] for a detailed treatment of the area of kernelization.

One of the most well-known examples of a polynomial kernel is a kernel with O (k%) sets and
elements for d-HITTING SET using the Erdés-Rado Sunflower lemma.! In this problem, the input
consists of a universe U, a family # containing sets of size at most d over U, and in integer k. The
objective is to determine whether there exists a set S C U of size at most k that intersects every
set in 7. Abu-Khzam [2] gave an improved kernel for d-HITTING SET, still with O(k?) sets, but
with O (k%) elements.

The importance of the d-HITTING SET problem stems from the number of other problems that
can be recast in terms of it. For example, in the FEEDBACK VERTEX SET IN TOURNAMENTS (FVST)
problem, the input is a tournament T together with an integer k. The task is to determine whether
there exists a subset S of vertices of size at most k such that the sub-tournament T — S obtained
from T by removing S is acyclic. It turns out that FVST is a 3-HITTING SET problem, where the
vertices of T are the universe and the family ¥ is the family containing the vertex set of every
directed cycle on three vertices (triangle) of T. It can easily be shown that for every vertex set
S, T — S is acyclic if and only if S is a hitting set for #. Another example is the CLUSTER VERTEX
DEeLETION (CVD) problem. Here, the input is a graph G and an integer k, and the task is to determine
whether there exists a subset S of at most k vertices such that every connected component of
G — S is a clique (such graphs are called cluster graphs). This problem can also be formulated as a
3-HITTING SET problem where the family # contains the vertex sets of all induced Pss of G. An
induced P; is a path on three vertices where the first and last vertex are non-adjacent in G. The
kernel with O(k?) elements for 3-HrrTiNG SET [2] can be adapted to obtain kernels with O (k?)
vertices for FEEDBACK VERTEX SET IN TOURNAMENTS [12] and for CLUSTER VERTEX DELETION [25].

IThe origins of this result are unclear. The first kernel with O(k?) sets appeared in the work by Fellows et al. [15], but
they do not make use of the Sunflower Lemma. To the best of our knowledge, the first exposition of the kernel based on
the Sunflower Lemma appears in the book by Flum and Grohe [17].
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The formulation of problems in terms of 3-HITTING SET is useful not only in the context of
kernelization but within several paradigms for dealing with NP-hardness. The 2.076n°() time
parameterized algorithm of Wahlstrém [34], the O(1.519"*°(")) time exact exponential time algo-
rithm of Fomin et al. [18], and the folklore factor 3-approximation algorithm for 3-HITTING SET
all immediately translate to algorithms with the same performance for FVST and CVD.

Still, as one translates graph problems into 3-HITTING SET, some structure is lost. This struc-
ture can often be exploited to obtain algorithms with better performance than the corresponding
3-HrTTING SET algorithm. In particular, for FVST, Cai et al. [8] gave a factor 2.5 approximation
algorithm. This has recently been improved to 7/3 by Mnich et al. [30]. For CVD, You et al. [35]
gave a factor 2.5 approximation algorithm, which later was improved to 7/3 by Fiorini et al. [16].
In the realm of parameterized algorithms, the graph problems also seem more tractable than the
general 3-HITTING SET. For FVST, Dom et al. [12] designed a 2¥n®(!) time algorithm, which was re-
cently improved by Kumar and Lokshtanov [28] to a 1.619¥n9(") time algorithm. For CVD, Hiiffner
et al. [25] gave a 2kn9M) time algorithm, which, in turn, was improved by Boral et al. [7] to a
1.9115n9 time algorithm. Finally, by the result of Fomin et al. [18], which translates parameter-
ized algorithms for subset problems into exact exponential time algorithms in a black box fashion,
the improvements in parameterized algorithms percolate to the realm of exact exponential time
algorithms. In particular, FVST and CVD have algorithms with runtimes O(1.382") and O(1.476"),
respectively, outperforming the O(1.519") time algorithm [18] for 3-HITTING SET.

Remarkably, from the perspective of kernelization, FVST and CVD have so far seemed to be as
difficult as 3-HITTING SET in the sense that no kernel with O (k?~€) vertices, for some fixed € > 0,
has been found for either of these two problems. Whether FVST and CVD admit such kernels was
first posed as an open problem in WorKer 2010 [6, p. 4], and variants of this question have been
restated several times after that [4, 12, 35].

In this article, we give the first kernels for FVST and CVD with a subquadratic number of ver-
tices. Specifically, we obtain the following results.

e FVST admits a kernel with O(k%) vertices.
e CVD admits a kernel with O(k%) vertices.

The Sunflower Lemma-based kernel for d-H1TTING SET and the improvement of Abu-Khzam [2]
(based on crown reduction) can also be applied to the d-SET PACKING problem [1]. Here, the input
consists of a universe U and a family ¥ of sets of size d over U, together with an integer k. The task
is to determine whether there exists a subfamily "’ of k pairwise disjoint sets. The d-SET PACKING
problem is dual to d-HITTING SET in several ways, among others in the sense that the dual of the
linear programming relaxation of the d-HITTING SET problem is exactly the linear programming
relaxation of d-SET PACKING, and vice versa.

In the same way that d-HITTING SET is an archetypal “covering” problem that generalizes many
such problems, d-SET PACKING generalizes many “packing” problems. For example, it generalizes
the TRIANGLE PACKING IN TOURNAMENTS (TPT) and INDUCED P3-PACKING problems. In TRIAN-
GLE PACKING IN TOURNAMENTS, the input is a tournament T and an integer k, and the task is to
determine whether T contains k pairwise vertex-disjoint triangles. In INDUCED P3-PACKING, the
input is a graph G and an integer k, and the task is to determine whether G contains k pairwise
vertex-disjoint-induced Pss. These problems are the duals of FVST and CVD, respectively.

Just like the insights that led to a kernel for d-H1TTING SET also led to a kernel for d-SET Pack-
ING, our insights from the improved kernelization algorithms for FVST and CVD yield improved
kernelization algorithms for TPT and INDUCED Ps-PACKING . Specifically, we obtain the following
results.
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e TPT admits a kernel with O(k%) vertices.
e INDUCED P3-PACKING admits a kernel with O(kg) vertices.

We remark that, while the underlying philosophy of the kernels for TPT and INDUCED Ps-
PACKING is borrowed from the kernels for FVST and CVD, obtaining the kernels for TPT and
INDUCED P3-PACKING requires significant additional insights. However, for the sake of exposition,
we next focus (in the introduction) only on our methods in the context of FVST and CVD.

Overview and Our Methods. Our kernelization algorithms for both FVST and CVD begin by
employing trivial factor 3 polynomial time approximation algorithms.? We use these algorithms
to obtain approximate solutions of size at most 3k or conclude that no solution of size at most k
exists. Let us now assume that we have a solution S of size at most 3k. In what follows, for both
FVST and CVD, we aim to understand which “subpart” of the problem is similar to the VERTEX
CoOVER problem.

Let us first focus on our approach to specifically solve FVST. To this end, let (T, k) be an instance
of FVST. Given the approximate solution S, our analysis starts by introducing the notion of a strong
arc. Formally, an arc xy € E(T) is strong if (i) at least one vertex among x and y belongs to S and
(ii) there are at least k + 2 vertices z € V(T) such that xyz is a triangle. Let F be the set of all the
strong arcs of T. Observe that any solution of size at most k + 1 must be a vertex cover of F. Before
we analyze F, we need to examine S as described below.

Now, we try to “fit” every vertex s € S into the unique topological ordering, <, of X =T - S.
Toward this, for s € S and x € V(X), define f (x) = {y € V(X) : y < x, sy € E(T)}|, and f;" (x) =
Hy € V(X) : y > x, ys € E(T)}|. Intuitively, the functions f; (x) and f;" (x) measure how many arcs
would have been in the “wrong direction” (with respect to the ordering <) if we inserted s into
the position immediately after x in X. Using a simple “sliding argument,” we show that for each
s € S, there exists x; € V(X) such that 0 < f; (x;5) — fiF (xs) < 1. Then, for each s € S, the smallest
vertex (with respect to <) satisfying the property that 0 < f (xs) — f.f (x5) < 1is denoted by ¢(s).
Observe that if for some s € S and x € X we have that f (x), f;"(x) > k + 2, then s participates in
k + 1 triangles whose pairwise intersection is exactly s. This implies that s must be part of every
solution of size at most k. Thus, f; (¢(s)), fi (¢(s)) < k + 1.

Next, we separately investigate the structure of triangles that contain a strong arc and triangles
that do not contain any strong arc. Formally, we call a triangle local if it does not contain any
strong arc. In particular, we show that the vertices of any local triangle cannot lie “too far apart”
in the ordering < (of course, for a vertex s € S, we use ¢(s) to measure the distance with respect
to <). Having this claim at hand, FVST can be thought of as the problem of simultaneously hitting
local triangles and strong arcs.

To take care of the two sets of objects to be hit simultaneously, we define a variant of the Ex-
pansion Lemma [9, 33], which we call the Double Expansion Lemma. To (roughly) describe it here,
let £ > 0 and G be a blpartlte graph with vertex sets A, S, and ScSand AC A We say that S has
an {-expansion into Ain Gif ING(Y) N A| > {|Y| for every Y C S. In addition, we would like to
ensure that Ng (Z) C S. In the Double Expansion Lemma, we consider a scheme where we have
one “global” bipartite graph, as well as d vertex-disjoint “local” bipartite graphs, and we would like
to find a vertex set that exhibits the expansion and neighborhood containment properties in all of
the graphs simultaneously (see Section 3 for details).

2We could have also used approximation algorithms with better approximation ratios, but this modification would not
result in better kernels.
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To design the subquadratic kernel for FVST, we apply the Double Expansion Lemma where one
“part” is S and the other “part” is derived by first defining a set of “carefully selected subintervals”
of X, say Y1, ..., Y, trimming their ends to obtain yet another set of subintervals, Y/, ..., YI;, and
then further partitioning each trimmed subinterval Y; into a more refined set of subintervals—say,
Yi1,...,Yi 4. To be somewhat more precise, let us note that we have a global graph, G, with ver-
tex bipartition ({Y;;:i € {1,...,p},j € {1,..., q}},S),3 as well as local bipartite graphs, H;, with
vertex bipartition ({Y; ; : j € {1,...,q}},S;), where S; are those vertices in S that were determined
to “fit” Y;. The graphs H; take care of local triangles, and the global graph G takes care of vertex
cover constraints (i.e., the edges in F). We apply the Double Expansion Lemma appropriately and
show that if |[V(X)| > ¢ k3/2, for some constant , then we can find an irrelevant vertex in X (i.e.,
a vertex whose removal preserves the answer). This, together with the fact that |S| < 3k, implies
that we have a kernel of size O(k%/?).

Now, let us describe our approach to solving CVD. To this end, recall that we have an approx-
imate solution S of size at most 3k. Our kernelization algorithm begins with a simple application
of the classical Expansion Lemma to bound the number of cliques in G \ S. Having bounded the
number of cliques, we repeatedly apply a marking procedure called Mark, whose sequential set
of applications is of the flavor of an Expansion Lemma, and can be thought of as a weak form of
a crown decomposition, as we explain after its description. Roughly speaking, one run of Mark is
executed as follows. Initially, all of the vertices in S are “alive.” For k + 1 stages, Mark examines
every vertex s € S that is still alive and attempts to associate an edge of a clique of G \ S to it. Here,
the association can be done only if s is adjacent to exactly one vertex of the edge and no vertex
of that edge belongs to an already associated edge. If the attempt is successful, the vertex remains
alive also for the next stage. If there exists a vertex that is alive after stage k + 1, then this vertex is
part of k + 1 induced Pss that intersect only at it; hence, we can apply a reduction rule. Supposing
that this “lucky” situation does not occur, we say that the procedure was successful if roughly k?/3
vertices were still alive at stage (roughly) k?/3. If the run was indeed successful in this sense, we
mark all of the vertices alive at stage k*/> and rerun the procedure on the graph G from which all
marked vertices, which belong to S, are removed (only for the sake of applying Mark again).

Let U denote the set of all the vertices in S that were marked across all successful runs. Further-
more, denote L = S\ U. Now, let us explain how the sets S, V(G) \ S and L can be thought of as a
weak form of a crown decomposition. Here, the Head is U, and we indeed prove that any solution
should contain almost all of the vertices of U (as opposed to all vertices, as in a standard crown
decomposition). Second, the Crown is V(G) \ S and, as a consequence of the fact that most of U
is present in every solution and as V(G) \ S is significantly larger than k (otherwise, we already
have a kernel), we can (roughly) say that most of the vertices in V(G) \ S are not present in any
solution (as opposed to none). Third, the Rest (or Royal Body) is L, and we prove (in the sense ex-
plained below) that the “interaction” between the Head and the Rest is structured (as opposed to
non-existent, as in a standard crown decomposition). Let us now elaborate on the meaning of our
last claim. Here, we compute a “small” subset M C V(G) \ S (specifically, this is the set of vertices
associated to the vertices of L in the last unsuccessful run of Mark) such that every clique in G \ S
becomes a module with respect to L once we remove the vertices in M from it.

Having the decomposition described above, the situation is more complicated than it usually
is when we have a standard crown decomposition. To analyze this situation, we first classify the
cliques in G\ S using three definitions. First, we classify these cliques as small, big or huge, and

$More precisely, here we mean that each subinterval Y;, j is represented by a unique single vertex in G.
4 A crown decomposition is among the most classical and well-known tools in parameterized complexity. Readers unfamil-
iar with this notion (which we use only in the introduction) are referred to books such as [9].
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“throw away” the small cliques. Next, we also classify these cliques as either heavy or light, which
corresponds to whether the fraction of vertices of the cliques that belong to M is big or small,
respectively. In this step, we also throw away the heavy cliques, which can be done safely as M is
shown to be small. Then, we also classify the cliques as either visible or hidden, corresponding to
whether many or few vertices from L are adjacent to many vertices in these cliques, respectively.
We show that not too many cliques can be visible; otherwise, a reduction rule can be applied,
which allows us to throw away also big (but not huge) visible cliques. Next, we focus on good
cliques, which are either big or huge, light, and either hidden or huge.

Our analysis proceeds by defining, for every vertex s € S, a small and big side with respect to
every clique. Roughly speaking, a side is the set of either all neighbors or all non-neighbors of s
in that clique. Then, in the context of these sides, we prove (using an exchange argument) that
good cliques exhibit a vertex cover-like behavior. That is, for any vertex s € S and good clique,
every solution either picks s or the entire small side of that clique with respect to s. This claim
gives rise to the definition of a bipartite graph where one side is S and the other side is the set
of vertices of the good cliques. Here, there is an edge between s € S and a vertex v in a good
clique C if v belongs to the small side of C with respect to s. Using the Expansion Lemma, if we
find a large enough expansion in this graph, we prove that it is safe to select the vertices in S
corresponding to that expansion. Let us remark that this proof is non-trivial, as the edges of the
bipartite graph are not necessarily edges in the input graph G. Finally, if no large expansion can be
found, it means that the bipartite graph contains many isolated vertices, which belong to the good
cliques. However, because these vertices are isolated, we can observe that they form sets that are
modules with respect to the entire graph G (rather than only with respect to L), which allows us
to employ a reduction rule that decreases their number.

Finally, we say a few words about our kernels for packing problems, that is, for TPT and IN-
DUCED P3-PACKING. In both of these kernels, we start by finding a greedy packing, S of either
triangles or induced paths on 3 vertices, depending on the problem that we are dealing with. If
the greedy collection is large, then we already have the answer. Otherwise, the vertices present
in any set in S—say, S—form a hitting set. That is, G — S is a cluster graph and T — S is a transi-
tive tournament. We exploit this structure in a manner similar to the way that we exploited it to
design subquadratic kernels for the hitting problems. Specifically, we make reduction rules that
are, in some sense, “dual” to those given for FVST and CVD and use the appropriate variants of
the Expansion Lemma to find an irrelevant vertex to delete. However, as we currently deal with
packing problems, there are also major deviations required to design the new kernels. For exam-
ple, for INDUCED P5-PACKING, the last stage of the kernelization algorithm, which lies at the heart
of its correctness, is completely different from the last stage of the kernelization algorithm for
CVD. Here, the difference stems from the following crucial observation: in INDUCED P5-PACKING,
we need to present structural claims that hold for at least one solution rather than for all solutions
as in CVD, but these structural claims have to be stronger than the ones presented for CVD, as the
solution itself has a more complicated structure (being a set of paths rather than a set of vertices).
This crucial observation also holds for TPT, posing difficulties of the same nature.

Additional Related Works. It is known that unless NP C C;;T;P, for any d > 2 and for any € > 0,

d-HrTTING SET and d-SET PACKING do not admit a kernel with O(k%~€) sets [10, 11]. In [10], Dell
and Marx studied several matching and packing problems; they provided non-trivial lower bounds
as well as non-trivial upper bounds for packing some specific graphs such as matchings, P,s (here,
the packing need not be induced), and K;_4s (stars with d leaves). Moser [31] studied the problem
of packing a fixed connected graph H on ¢ vertices in an input graph G (i.e., determining whether
there exist k vertex-disjoint copies of H in G) and designed a kernel with O (k") vertices. In
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this context, it is also worth pointing out the dichotomy result of Jansen and Marx [26] regarding
packing a fixed graph H. Finally, very recently, Bessy et al. [3] studied FVST where the input
tournament is restricted to be a sparse tournament, that is, a tournament where the feedback arc
set is a matching. For this special case, they presented a linear-vertex kernel and remarked that
their methods do not extend to handling general tournaments.

Reading Guide. On the one hand, our kernels for FVST and CVD are independent of each other.
On the other hand, the kernels for TPT and INDUCED P3-PACKING borrow some of their ideas from
the corresponding hitting set kernels; therefore, we recommend reading them after reading our
kernels for FVST and CVD. Section 3 gives the old and new Expansion Lemmas used in this article.
In Section 4, we give our O (k°/3)-vertex kernel for CVD, followed by a kernel of O(k3/?) vertices
for FVST in Section 6. In Sections 5 and 7, we give our kernels for INDUCED P3-PAckING and TPT
with O(k*/®) and O(k%/?) vertices, respectively. We conclude the article with some remarks and
open problems in Section 8. To get a detailed idea of our techniques, a reader can first read the
statements of the Expansion Lemmas in Section 3 and then proceed to our kernels for CVD and
FVST. The proofs of the new Expansion Lemmas and the kernels for the packing problems can be
read afterwards.

2 PRELIMINARIES

Graph Theory. Given a graph G (or digraph D), we let V(G) (V(D)) and E(G) (E(D)) denote its
vertex-set and edge-set (arc-set), respectively. We use {u, v} to denote an edge in an undirected
graph and uv to denote an arc in a digraph. The open neighborhood, or simply the neighborhood,
of a vertex v € V(G) is defined as Ng(v) = {w | {v, w} € E(G)}. The closed neighborhood of v is
defined as Ng[v] = Ng(v) U {v}. The degree of v is defined as dg(v) = |Ng(v)|. We can extend the
definition of neighborhood of a vertex to a set of vertices as follows. Given a subset U C V(G),
Ng(U) = Uuev No(u) and Ng[U] = Uy ey Nolu]. The induced subgraph G[U] is the graph with
vertex-set U and edge-set {{u, u'}|u,u’ € U, and {u,u’} € E(G)}. Moreover, we define G \ U as the
induced subgraph G[V(G) \ U]. We omit subscripts when the graph G is clear from context. We
use P, to denote a path in a graph on ¢ vertices. Recall that a path P = uow in a graph G is called
an induced path if there is no edge between u and v in E(G). An induced Ps-packing is a set of
vertex-disjoint-induced Pss. A subset X of V(G) is called a module if every vertex in X has the
same set of neighbors in V(G) \ X. For a collection of graph H, by V(H) we denote | Jyeqs V(H).

A tournament is a directed graph T such that for every pair of vertices u, v € V(T), exactly one
of uv, vu is a directed arc of T. For any three vertices x,y,z € V(T), we say that xyz is a triangle
if arcs xy, yz, and zx form a directed cycle. A tournament in which there is no directed cycle is
called a transitive tournament.

Reduction Rules. Kernelization algorithms often rely on the design of reduction rules. The rules
are numbered, and each rule consists of a condition and an action. We always apply the first rule
whose condition is true. Given a problem instance (I, k), the rule computes (in polynomial time)
an instance (I, k’) of the same problem where k" < k. Typically, |I’| < |I|, where if this is not the
case, it should be argued why the rule can be applied only polynomially many times. We say that
the rule is safe if the instances (I, k) and (I’, k") are equivalent.

3 TOOL: EXPANSION LEMMAS

In this section, we give the classical Expansion Lemma as well as two new Expansion Lemmas
that we make use of in our kernels. We start with some preliminaries. Let £ be a positive integer.
An {-star is a graph on ¢ + 1 vertices where one vertex, called the center, has degree ¢, and all
other vertices are adjacent to the center and have degree one. A bipartite graph is a graph whose
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13:8 F. V. Fomin et al.

vertex-set can be partitioned into two independent sets. Such a partition of the vertex-set is called
a bipartition of the graph. Let G be a bipartite graph with bipartition (A, S) andlet X C S,Y C A.
A subset of edges M C E(G) is called £-expansion of X onto Y if

(1) every vertex of X is incident to exactly ¢ edges of M, and
(2) exactly £|X| vertices in Y are incident to some edges in M.

Note that all vertices of X are incident to some edges an {-expansion, and for each u € X the
set of edges in M incident on u form an ¢-star. The following lemma allows us to compute an
{-expansion in a bipartite graph. It captures a certain property of neighborhood sets that is very
useful for designing kernelization algorithms.

LemMa 3.1 ([9, 33], ExpansioN LEMMA). Let G be a bipartite graph with bipartition (A,S) such
that there are no isolated vertices in A. Let € be a positive integer such that |A| > €|S|. Then, there are
non-empty subsets X C S and Y C A such that

e there is an (-expansion from X into Y, and
o there is no vertex in Y that has a neighbor in S \ X, that is, Ng(Y) =

Further, the sets X and Y can be computed in polynomial time.

An alternate but equivalent view on expansion properties is as follows. Let £ > 0 and G be a
blpartlte graph with vertex-sets A, S, and ScSand AC A We say that S has an (- -expansion into
Ain G if INGg(Y) N A| > {|Y| for every Y C S. In the next two lemmas, and in Sections 6 and 7, we
will use this definition of expansion. In the rest of the article, we will use the classical definition
of expansion.

LeEmMA 3.2 (NEW EXPANSION LEMMA). Let £ be a positive integer and G be a bipartite graph with
bipartition (A, S). Then, there exist SC S and A C A such that S has an (- -expansion into Ain G,
Ng(A) C Sand|A\ AI < /]S \ SI. Moreover, the sets S and A can be computed in polynomial time.

Lemma 3.2 is slightly different from Lemma 3.1, as it does not require |A| > £|S| and that there
is no isolated vertex in A; thus, Aand S may be empty. However, we still have the bound on
the number of removed vertices. That is, |A\ Z| <SS\ §|; hence, if |A| > £|S|, then A is non-
empty. The difference between Lemmas 3.1 and Lemma 3.2 indeed comes from their viewpoints:
in Lemmas 3.1, we obtain Y by keeping only “desired” vertices in A, while in Lemmas 3.1 we obtain
A by removing only “undesired” vertices from A. Thus, in Lemma 3.1, we always have |Y| = ¢|X],
while in Lemma 3.2, it is possible that IZI > £’|§|.

Proor. We say that F C E(G) is a (< €)-matching if every vertex s € S is incident with at most
¢ edges in F and every vertex x € A is incident with at most one edge in F. Furthermore, F is
maximum if the cardinality of F is maximum among all (< {)-matching of G. One can think of
(< ¢)-matching as a generalization of the usual matching notion in bipartite graphs. It is not hard
to see that a maximum (< ¢)-matching of G can be found in polynomial time. Let us consider a
flow network N obtained from G by adding a source s adjacent to all vertices of S, where each
edge has capacity £ and a target t adjacent to all vertices of A, where each edge has capacity 1. All
edges of G are oriented from S to A and have capacity 1. Finding a maximum (< ¢)-matching of G
is equivalent to finding a maximum integral flow of network A, which can be done in polynomial
time [20].

Consider a maximum (< £)-matching F of G, and let S; C S be the set of all vertices incident with
fewer than € edges in F. Let S, be the set of all vertices s € S\ S; such that there is an alternating
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path eje;y . . . eg) from s to some vertex s’ € Sy such that e;;_; € F and ep; ¢ F for every i < k. Set
S=§ \ (5;US,) and A=A \ N(S; USy). Clearly, S and A can be found in polynomial time.

To prove that S and A are the desired sets, we will use the augmenting path argument. We claim
that for every x € N(S; U S;), there is s € Sy U S, such that sx € F. Suppose that the claim was
false, and note that there must be s € S; U S, such that sx € E(G) since x € N(S; U S,). Observe
that if xs” € F with some s” € S\ (51 U S), then there is an alternating path from s’ via x and s
to some vertex in Sy; thus, s” € S,, a contradiction. We conclude that x is not incident to any edge
of F. There are two cases. If s € S, then F U {xs} is a (< ¢)-matching with more edges than F, a
contradiction. Otherwise, s € Sy, then there is an alternating path from s to some vertex in S;, which
together with xs forms an augmenting path, a contradiction again. We thus conclude that for every
x € N(51 USy), there is s € S; U S, such that xs € F. Note that every vertex in S; U S, is incident
with at most € edges in F. Hence, |[N(S; U S)| < €]S1 U Sy|; thus, |A\ ZI <{|S\ §| Furthermore,
since N(S\ S) N A = N(S; US,) N A =0, there is no edge between Aand S\ S; thus, N(A) C S.

It remains to show the £-expansion property, that is, |[Ng(Y) N Al > ¢]Y] for every Y C S. We
first observe that it is impossible that sx € F with s € Sand x ¢ Z otherwise, there would be an
alternating path from s to some vertex in S;, a contradiction. In addition, every vertex in S is
incident with exactly £ edges of F, and every vertex in A is incident with at most one edge of F,
and so [Np(Y)| = €|Y| for every Y C S. Hence, [Ng(Y) N A| > [Np(Y) N A| = |Np(Y)| = £]Y]. This
completes the proof. O

As we discussed before, the viewpoint in the New Expansion Lemma is to remove only undesired
vertices, which enables us to generalize the Expansion Lemma to the Double Expansion Lemma,
where we can simultaneously achieve expansions in many graphs. In the following lemma, we
consider a scheme where we have a “global” bipartite graph and d vertex-disjoint “local” bipartite
graphs and would like to achieve the expansion in each of them simultaneously.

LEMMA 3.3 (DouBLE ExpANSION LEMMA). Let £ be a positive integer and let G, Hy, ..., Hy be bi-
partite graphs with bipartition (A, S), (A1, R1), . . ., (Ag, Ra), respectively, such that A; N A; = O,R; N

R; =0 for every i # J, UL, A = A and UL 1R C 'S. We can in polynomial time find A C A,S C
S,A; C AR CR; for every i, satisfying the following:

° A = U?zl A}'.
IA\ Al < £(IS] + UL, Ril).

S has an {-expansion into A in G, and for every i, R; has an {-expansion into A; in H;.
Ng(A) € S, and forall1 <i <d, Ny, (A;) CR;

Roughly speaking, the lemma asserts that we can find a set A such that A is the “image” of
an expansion in the global graph and the set of vertices A; in every local graph is the image of
another expansmn in that local graph. Since A= u¢ 1 A;, we achieve simultaneous expansion.
Since |A\ A| < 2¢|S|, we again have the property that if |A| > 2£|S|, then Ais non- empty.

To prove Lemma 3.3, we repeatedly apply Lemma 3.2, alternately to the global graph and then
to local graphs, and refine A and Ule A; until they are equal. Note that | J R; C S; however, if a
vertex s belongs to some R;, we treat s of S and s of R; as two different vertices.

Proor. We first give the formal description of our algorithm in Algorithm 3.1 and an illustration
in Figure 1.

Observe that each call of Stage 1 runs in polynomial time. Toward this, note that the size of at
least one of A: :9\,;1\,-, 131- reduces after each call of Stage 1 (except the last call), and since each step
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Before After
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Fig. 1. lllustration of the Double Expansion Algorithm. Original vertices are red; a vertex turns blue if it is
removed by a call of Step 1, and turns green if it is removed by a call of Step 2.

ALGORITHM 3.1: Algorithm to Compute A: 5, gi, ﬁi for e Every i in Lemma 3.3

Input: G, H; for every i.
Initialization: A « A,S « S, A, — Al,Rl « R; for every i.
Do loop: (Stage j for j > 1): It consists of the following two steps.

Step 1: Apply Lemma 3.2 on G[A U S] and get S* C Sand A* C A, satlsfymg the Expansion Lemma.
Set S« S*, A — A* and A; — A* N A; for every i (we do not update R)).

Step 2: For every l,Aapply Len:ma 3.2 on H; [A, U Rl] arld get le C R;and Alf C Aj, szfisfying
Lemma 3.2. Set R; < R}, A; « A} for every i, and A « |J; AT (we do not update S).

If at least one of A, S, A;, R; changes, repeat Do loop, i.e., Stage j + 1. Otherwise, stop the algorithm.
Output: A,S, Aj,R; for every i.

itself can be carried out in polynomial time, the algorithm itself runs in polynomial time. We will
show that the output satisfies all the properties stated in the lemma.

The first property, A= Ul 1 Ay, is vacous, since it is always maintained as an invariant during
the algorithm. To prove the second property, observe that each time we call Step 1, we remove
some vertices from S and A. The number of vertices removed from A at Step 1 is at most ¢ times
the number of vertices removed from S at the same step (guaranteed by Lemma 3.2). In addition,
initially, |§ | = |S|; thus, there are at most |S| vertices removed from S in all calls to Step 1. This
implies that there are at most £|S| vertices removed from A in all calls to Step 1. Similarly, each
time we call Step 2, we remove some vertices from Uiﬁi and UiA\i. The number of vertices
removed from | J; A; at Step 2 is at most ¢ times the number of vertices removed from | J; R; at
the same step. In addition, initially, | J; §i| < |S|; thus, there are at most |S| vertices removed from
Ui R; in all calls to Step 2. This implies that there are at most £|S| vertices removed from | J; A
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in all calls to Step 2, which is also exactly the number of vertices removed from Ain all calls to
Step 2. In conclusion, there are at most 2¢|S| vertices removed from A during the algorithm; thus,
|A\ A] < 20|S|.

To keep arguments short, we will refer to ¢- -expansion property from S to A (resp R; to A;) as
(P1), and the property that Ng (A) cs (resp Ny, (A ) C R; i) as (P2). To prove that Sand A satisfy
(P1) and (P2), we first observe that Sand A satisfy (P1) after every Step 1 of the algorithm; thus,
Sand A satisfy (P1) after Step 2 if no vertex of A is removed in that step. This means that the
output Sand A satisfy (P1) since Sand A are unchanged in the last stage. It remains to show that
output Sand A satisfy (P2). To do so, we prove by induction that Ng (A) C S at the end of every
stage Clearly, it is true at the beginning of the algorlthm Suppose | that it is true after Stage j (i.e.,
the j*" call of Stage 1); then, there is no edge between Aand S\ SinG. At Step 1 of Stage j + 1,
we apply Lemma 3.2 on G[A U S] and get $* and A* such that Ngau5(A*) € 5% then, there is no

edge between A* and S\ S* in G. Thus, there is no edge between A* and (S\ S) U (S\ S*) in G,
that is, Ng(A*) C S*. We then set A — A*,S « S*, and so Ng(A) C S holds at the end of Step 1
of Stage j + 1. At t Step 2 of Stage j + 1, some vertices are removed from Awhile S is unchanged;
hence, Ng (A ) C S holds at the end of Stage Jj + 1. This means that output Sand A satisfy (P2).
Fix an integer i < d. To prove that R; and A; satisfy (P1) and (P2), we first observe that R;

and A; satisfy (P1) after every execution of Step 2 of the algorithm; thus, the output R; and A;
satisfy (P1). It remains to show that output R; and A; satisfy (P2). To do so, we prove by induction
that Ny, (A;) C R; at the end of every stage. Clearly, it is true at the begmnmg of the algorithm.
Suppose that it is true after Stage j; then, there is no edge between A; and R; \ R; in H;. At Step 1of
Stage Jj + 1, some vertices are removed from A; while R; is unchanged; then, obviously, Ny, (A ) C
R; holds at the end of Step 1 of Stage j + 1. At Step 2 of Stage j + 1, we apply Lemma 3.2 on
H[A; UR;] and get RY and AY such that NH,-[Z,»UEI-](A?) C RY; then, there is no edge between
A%¥ and R; \ RY in H;. Thus, there is no edge between A} and (R; \R;) U (R; \ R¥) in Hj, that is,
Ny, (AY) € RF. We then set A,- — A’;,Ei « R thus, Ny, (A,-) C ﬁi holds at the end of Stage j + 1.
This means that output Sand A satisfy (P2). This concludes the proof of the lemma. O

We would like to remark that the Double Expansion Lemma can be generalized to the Triple
Expansion Lemma (or n-Levels Expansion Lemma), where the system contains a global bipar-
tite graph G;, local bipartite graphs H;, and super-local bipartite graphs H; ;. The proofs of these
generalized versions are similar to that of the Double Expansion Lemma. The idea of the Double
Expansion Lemma (or its generalizations) is that one tries to capture different properties using
different bipartite graphs at the same time.

4 KERNEL FOR CLUSTER VERTEX DELETION

In this section, we prove the following theorem.

THEOREM 1. CVD admits a kernel with O(kg) vertices.

Let (G, k) be an instance of CVD. Let us first recall that CVD admits a polynomial-time 3-
approximation algorithm. We start by greedily finding a maximal collection—say, S—of vertex-
disjoint-induced Pss in G and output V(S). We call this algorithm with G as input; thus, we obtain
a 3-approximate solution S. If |S| > 3k, then we conclude that (G, k) is a No-instance. We next
assume that |S| < 3k. Note that G\ S is a collection of cliques, which we denote by C.
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In what follows, we denote a =2, f =1,y =10, § =3, A =1 and 5 =1, so that (1 — %)y > 2n (used
in the proof of Lemma 4.11), (% - %)y > (m + A) (used in the proof of Lemma 4.13), and y >

%(m + A) (used in the proof of Lemma 4.14).

4.1 Bounding the Number of Cliques

First, we have the following simple rule, whose safeness is obvious.

ReDpUCTION RULE 4.1. If there exists C € C such that no vertex in C has a neighbor in S, then
remove C from G. The new instance is (G \ C, k).

Now, we define the bipartite graph B by setting one side of the bipartition to be S and the
other side to be C,° such that there exists an edge between s € S and C € C if and only if s is
adjacent to at least one vertex in C. Note that by Reduction Rule 4.1, no clique in C is an isolated
vertex in B. We proceed by presenting the following rule, where we rely on the Expansion Lemma
(Lemma 3.1). It should be clear that the conditions required to apply the algorithm provided by
this lemma are satisfied.

RepucTtioN RULE 4.2. If|C| > 2IS|, then call the algorithm provided by Lemma 3.1 to compute sets
X € SandY C C such that X has a 2-expansion into Y in B and Ng(Y) C X. The new instance is
(G\ X,k — [X]).

We now argue that this rule is safe.
LEMMA 4.1. Reduction Rule 4.2 is safe.

PrOOF. In one direction, it is clear that if S* is a solution to (G \ X, k — |X]), then S* UX is
a solution to (G, k). For the other direction, let S* be a solution to (G, k). We denote S’ = (S* \
V(Y)) U X. Note that for all s € X, there exists an induced P; in G of the form u — s — v, where
u is any vertex in one clique associated to s by the 2-expansion that is adjacent to s and v is any
vertex in the other clique associated to s by the 2-expansion that is adjacent to v. The existence of
such u and v is implied by the definition of the edges of B. Thus, as S* is a solution to (G, k), we
have that | X \ $*| < |S* N V(Y)|; hence, |S’| < |S*| < k. Note that G \ S’ is a collection of isolated
cliques together with a subgraph of G \ S*. Thus, as G \ $* does not contain any induced P;, we
derive that G \ S’ also does not contain any induced Ps;. We conclude that S’ is a solution to (G, k),
and as X C S’, we have that " \ X is a solution to (G \ X, k — |X]). Thus, (G \ X, k — |X]) is a Yes-
instance. |

Owing to Reduction Rule 4.2, from now on, |C| < 6k.

4.2 The Specification of the Marking Procedure

We proceed by presenting a procedure called Mark. Clearly, every vertex in S that has both a
neighbor and non-neighbor in a clique in C is a vertex due to which that clique in C is not a
module. To deal with such vertices in S, the procedure Mark associates vertices s € S with sets
mark(s) of edges that belong to cliques in C and which form with s induced Pss. In particular, we
would ensure that for all s € S, there would not exist two distinct edges e, e’ € mark(s) that have a
common endpoint as well as that for all distinct s, s” € S, there would not exist two distinct edges

SHere, we slightly abuse notation. Specifically, we mean that each clique in C is represented by a unique vertex in V(B),
and we refer to both the clique and the corresponding vertex identically.
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e € mark(s), e’ € mark(s’) that have a common endpoint. In short, any two distinct edge e, e’ in
U, mark(s) do not have a common endpoint.

Specification. The procedure Mark first initializes M < 0, T < S, and for all s € S, mark(s) < 0.
Ateach stagei,i = 1,2,...,k + 1, Mark executes the following process. For each s € T, if there exist
C € C and {u,v} € E(C) such that {s,u} € E(G) but {s,v} ¢ E(G) and {u,v} N M = 0, then insert
u,v into M and {u, v} into mark(s); otherwise, remove s from T. The order in which the process
examines the vertices in T is immaterial given that it examines each vertex in T exactly once.
Moreover, if i = [Bk?/3], then the process sets U to be equal to T. If T is updated in subsequent
stages, U is not updated.

We say that Mark succeeded if |U| > [ak?/3]; otherwise, we say that Mark failed. Moreover, if
there exists s € S such that [mark(s)| > k + 1, then we say that Mark was lucky. Let us begin the
analysis of Mark with the following simple lemma.

LemMA 4.2. For any solution S* to (G, k) and vertex s € S\ S*, it holds that S* N {u,v} # 0 for
all {u,v} € mark(s).

Proor. Let S* be a solution to (G, k). Consider some vertex s € S and edge {u, v} € mark(s).
Note that {s,u, v} is the vertex set of an induced P; in G. Therefore, S* N {s,u, v} # 0. We thus
have that if s ¢ S*, then S* N {u, v} # 0. O

In light of Lemma 4.2, we employ the following rule.

REDUCTION RULE 4.3. Ifthere exists s € S such that |mark(s)| > k + 1 (i.e, Mark was lucky), then
remove s from G and decrement k by 1. The new instance is (G \ s,k — 1).

LEMMA 4.3. Reduction Rule 4.3 is safe.

ProoF. In one direction, it is clear that if S* is a solution to (G \ s,k — 1), then S* U {s} is a
solution to (G, k). For the other direction, let S* be a solution to (G, k). Observe that for all s’ €
S and {u, v}, {u’, v’} € mark(s’), it holds that {u,v} N {u’,v"} = 0. Thus, by Lemma 4.2 and since
Imark(s)| > k + 1, if s ¢ S*, then |S*| > k + 1, which is not possible, as |[S*| < k. We derive that
s € §*; therefore, S* \ {s} is a solution to (G \ s,k — 1). |

The main purpose of Mark is to derive information on (G, k) even when it is not coincidentally
lucky. More precisely, we have the following simple but useful lemma.

LEMMA 4.4. For any solution S* to (G, k), |U \ $*| < %kl/e'.

Proor. Let S* be a solution to (G, k). Again, observe that for all s € S and {u, v}, {u/,v’} €
mark(s), it holds that {u, v} N {u’, v’} = 0. In addition, observe that for all s, s” € S, {u, v} € mark(s)
and {u’, v’} € mark(s’), it holds that {u, v} N {u’, v’} = 0. Thus, by Lemma 4.2,

51> > Imark(s)] = [BK*°1)U \ *1.

sEU\S*
Since |S*| < k, we conclude that |U \ $*| < %kl/S. O
We also need to derive an upper bound on the number of marked vertices, namely, |M]|.
LEmMA 4.5. If Mark was neither lucky nor successful, then |M| < 6(a + ﬂ)k%.

Proor. Since Mark was unlucky, |mark(s)| < k for all s € S. Thus, M| < 2|Ulk +2|S\
U|([BKk?/3] = 1). Since Mark failed, we further have that |M| < 2([ak?/®] — 1)k + 6k([pk?/3] -
1) < 6(a + p)k3. o
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4.3 Multiple Calls to the Marking Procedure

Let us now explain how we employ Mark. We initialize U =0and G = G. Then, we call Mark with
(5, k) as input. If Mark was lucky, then we execute Reduction Rule 4.3 and restart the entire process
(including the initialization phase). Otherwise, if Mark succeeded, then for the set U computed by
the current call, we update U & U UU and G < G \ U and then proceed to execute another call.
Otherwise, Mark was unlucky and also failed, and we let M denote the same set M C V(G) \ S as
computed by the current call to Mark, after which we terminate the process. Note that after each
call to Mark, either Reduction Rule 4.3 is executed or the size of U increases; therefore, it is clear
that the process eventually terminates. We denote L = S \ U.
By relying on Lemma 4.4, we have the following lemma.

LEMMA 4.6. Let i be the number of calls to Mark that succeeded but were unlucky. For any solution
S* t0 (G, k), [U\S*| <i- %kl“‘ and|S* NU| > i- (afk??] - %klﬁ).

Proor. First, note that |S* N U| > i - a[k?/3] — |U \ S*| as the sets U computed at distinct it-
erations are pairwise disjoint and the size of each one is at least a[k?/]. Thus, it is sufficient to
prove that |[U \ $*| <i - %kl/ 3. However, this inequality follows from Lemma 4.4. O

As a consequence of the two bounds in Lemma 4.6, we have the following corollary.

COROLLARY 4.1. For any solution S* to (G, k), |U \ S*| < 1)ﬂ K?/3.

Proor. First, note thatk > |S* N ﬁI.Thus,by the second bound in Lemma 4.6, k > i - (a[k?/3] —
LKU%) > i+ (ak¥? - LK), which implies that i < akmf%km = aszzz; < —L-k'/3. By the first
bound in Lemma 4.6, we thus derive that, indeed, |[7 \ §*| < 1)ﬁ K213, m]

The usefulness of Corollary 4.1 stems from the observatlon that it implies that we have found

a (possibly large) set U C S such that not only any solution S* to (G, k) contains almost all of the
vertices in U but also that the removal of U from G significantly simplifies G as described by the
following lemma.

LEmMA 4.7. For every clique C € C, C[V(C) \ M] is a module in G \ U.

Proor. Let C be a clique in C. By the specification of Mark, for every vertex s € L, it holds that
there do not exist u,v € V(C) \ M such that u € Ng(s) and v ¢ Ng(s) (since {u,v} ¢ mark(s)).
Furthermore, every vertex in C is adjacent to both u and v, and every vertex in a clique in C \ {C}
is adjacent to neither u nor v. Thus, C[V(C) \ M] is, indeed, a module in G \ U. O

4.4 Sieving Bad Cliques

We sieve cliques based on three classifications. First, we say that a clique C € C is big if [V(C)| >
yk?/3; otherwise, it is small. Furthermore, we say that a clique C € C is huge if |V (C)| > 3k. Recall
that, by Reduction Rule 4.2, |C| < 6k. Thus, we directly have the following observation.

OBSERVATION 4.1. The total number of vertices in small cliques in C is upper bounded by 6yk%.

Second, we say that a clique C € C is heavyif |V(C) N M| > §|V(C)|; otherwise, it is light. It is
clear that the total number of vertices in heavy cliques in C is upper bounded by §|M|. Thus, by
Lemma 4.5, we have the following observation.

OBSERVATION 4.2. The total number of vertices in heavy cliques in C is upper bounded by 65 (ot +
BIk3.
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Third, for a clique C € C and a vertex s € S, we say that C is visible to s if [Ng(s) N V(C)| >
2nk?/3; otherwise, we say that C is hidden from s. For a clique C € C, we let vis(C) denote that set of
vertices in S to which C is visible. Moreover, we say that a clique C € C is visibleif |vis(C)| > 1k?/3;
otherwise, we say that it is hidden. To bound the number of visible cliques, we need the following
rule.

ReEpUCTION RULE 4.4. If there exists a vertex s € S with at least ﬁkl/ 3 + 2 cliques in C visible to
s, then remove s from G and decrement k by 1. The new instance is (G \ s,k — 1).

LEMMA 4.8. Reduction Rule 4.4 is safe.

ProorF. In one direction, it is clear that if S* is a solution to (G \ s,k — 1), then S* U {s} is a
solution to (G, k). For the other direction, let S* be a solution to (G, k). Let A denote the set of
cliques in C that are visible to s. Since |S*| < k, |A| > %kl/ 3 + 2 and, by the definition of visibility,
we have that there necessarily exist two distinct cliques A, A” € A such that each clique between
A, A’ has a vertex that is a neighbor of s and does not belong to S*. Since these two vertices together
with s form an induced P; in G, we derive that, necessarily, s € S*. Therefore, S* \ {s} is a solution
to (G\s,k—1). O

After we exhaustively apply Reduction Rule 4.4, for every vertex s € S, there exist at most
ﬁklm +1< %k1/3 cliques in C visible to s. Since |S| < 3k, we derive that there are at most

S| k13
% = %kz/ 3 visible cliques. Thus, we have the following observation.

OBSERVATION 4.3. The total number of vertices in non-huge visible cliques in C is upper bounded
by %ﬂkg.

Altogether, we say that a clique C € C is good if it is (i) big, (ii) light, and (iii) hidden or huge
(or both); otherwise, we say that it is bad. We denote the set of all good cliques in C by D. By
Observations 4.1, 4.2, and 4.3, we derive the following lemma.

LEmMA 4.9. The total number of vertices in bad cliques in C is upper bounded by 9(y + d(a + f) +
5
ﬁ)ks .
4.5 Properties of Clique Sides

For all C € C and s € S, denote Nc(s) = Ng(s) N V(C) and Ne(s) = V(C) \ Ne(s). Note that for
allC e C,s€S,ue Nc(s),and v € Nc(s), it holds that s — u — v is an induced P; in G. Thus, we
have the following observation.

OBSERVATION 4.4. Let S* be a solution to (G, k). Then, for allC € C ands € S, at least one of the
following three conditions holds: (i) s € S*; (ii) Nc(s) C S*; (iii) Nc(s) € S*.

Forall C € C and s € S, let Mc(s) denote the set of minimum size between N¢(s) and N (s) (if
they have equal sizes, the choice is arbitrary). We first need to apply the following simple rule.

RepUCTION RULE 4.5. Ifthere exist C € C and s € S such that [Mc(s)| > k, then remove s from G
and decrement k by 1. The new instance is (G \ s,k — 1).

LEMMA 4.10. Reduction Rule 4.5 is safe.

ProoF. In one direction, it is clear that if S* is a solution to (G \ s, k — 1), then $* U {s} is a solu-
tion to (G, k). For the other direction, let S* be a solution to (G, k). Since |S*| < k and [Mc(s)| > k,
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we have that both Ne(s) \ S* # 0 and No(s) \ S* # 0. Thus, by Observation 4.4, we have that, nec-
essarily, s € S*. Therefore, $* \ {s} is a solution to (G \ s,k — 1). O

Specifically, since for every s € S and huge clique C € C, |M¢(s)| < k, we have the following
corollary, which exhibits a “vertex cover-like” interaction between S and huge cliques.

OBSERVATION 4.5. Let S* be a solution to (G, k). Then, for every s € S and huge clique C € C, at
least one of the following two conditions holds: (i) s € S*; (ii) Mc(s) € S*.

Next, we prove that a similar result holds also for non-huge cliques given that they are good.
To this end, we first prove the following simple lemma.

LEMMA 4.11. Foralls € L and C € D such that Ng(s) N (V(C) \ M) # 0, it holds that C is visible
los.

Proor. Lets € L and C € D such that Ng(s) N (V(C) \ M) # 0. Then, by Lemma 4.7, we have
that V(C) \ M € Ng(s). Thus, to prove that C is visible to s, it is sufficient to show that |V (C) \ M| >
2nk?/3. Since C € D, we have that C is light; therefore, |V(C) \ M| > (1 - %)|V(C)|. Moreover,
since C is big, |V (C)| > yk?/*; hence, |[V(C) \ M| > (1 — §)yk?/3. Since (1 — )y > 2n, the proof is
completed. ]

LEMMA 4.12. Let S* be a solution to (G, k) of minimum size. Then, for every non-huge clique
C € D, it holds that |[V(C) N §*| < |[V(C) N M| + (m + k3.

Proor. Let C € D be a non-huge clique. Suppose, by way of contradiction, that |[V(C) N
S*| > |[V(C) n M| + (m + )k?/3. Define S’ = (S* \ V(C)) UU U (V(M) N V(C)) U vis(C). By

Corollary 4.1 and since C is a non-huge clique in D, |l7 \ S*| < (ajl)ﬂ k%/3 and |vis(C)| < Ak?/3.
Thus, |§’| < |S*| < k. Next, we show that (V(C)) \ S’ is an isolated clique. Toward this, we will
show that it has no neighbor in the approximate solution S. The only possible neighbors of
(V(C)) \ S"in S are in L. However, if there exists a vertex s € L such that N5(s) N (V(C) \ M) # 0,
then by Lemma 4.11, it holds that C is visible to s. This implies that a vertex s € L is either in vis(C)
or N(s) N V(C) € M NV(C). Since S’ contains M N V(C)) U vis(C) we have that (V(C)) \ S’ is an
isolated clique. Thus, by Lemma 4.11, the graph G \ S’ consists of an isolated clique on the ver-
tex set (V(C)) \ S” and a subgraph of G\ S*. Therefore, as G \ S* does not contain any induced
P3, so does G\ §’. This implies that S” is a solution to (G, k), but since |S’| < |S*|, we obtain a
contradiction to the choice of S*. O

LEMMA 4.13. Let S* be a solution to (G, k) of minimum size. Then, for every s € S and non-huge
clique C € D, at least one of the following two conditions holds: (i) s € S*; (ii) Mc(s) € S*.

Proor. Let s be a vertex in S, and let C € D be a non-huge clique. Suppose, by way of con-
tradiction, that neither s € S* nor Mc(s) C S*. By Observation 4.4, we necessarily have that
V(C) \ Mc(s) € S*. Thus, [V(C) N S*| > |[V(C) \ Mc(s)| > %IV(C)I. Therefore, to obtain a contra-
diction to Lemma 4.12, it is sufficient to show that [V(C)| > |[V(C) N M| + (=5 + 4)k?/%. Since

@Dp

C is light, we have that |[V(C) N M| < %IV(C)I; therefore, it remains to show that (% - %)IV(C)I >
(m + A)k?/3. Since C is big, |V(C)| > yk?>. Thus, we only need to show that (% - %)y >
(m + 1), which follows from the definition of «, f,y, §, and A. O

4.6 Expansion with Respect to Clique Sides

We construct the bipartite graph B’ by setting one side of the bipartition to be S and the other side
Q’ to be the set of vertices in good cliques (i.e., Q" = Ucep V(C)), such that there exists an edge
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between s € S and v € Q’ if and only if v € Mp(s), where D is the clique in D containing v. Let I
denote the set of isolated vertices in B’ that belong to Q’, and denote Q = Q’ \ I. Moreover, define
B = B’ \ I. Clearly, no clique in Q is an isolated vertex in B. We thus proceed by presenting the
following rule, where we rely on the Expansion Lemma (Lemma 3.1). It should be clear that the
conditions required to apply the algorithm provided by this lemma are satisfied.

REDUCTION RULE 4.6. If|Q| > (=Lk%/3 + 1)|S|, then call the algorithm provided by Lemma 3.1
@-Dp g p Y

to compute sets X € S and Y C Q such that X has a (((x—ll)ﬁ k?/3 + 1)-expansion into Y in B and
Ng(Y) C X. The new instance is (G \ X, k — |X]).

We now argue that this rule is safe.
LEMMA 4.14. Reduction Rule 4.6 is safe.

ProoF. In one direction, it is clear that if S* is a solution to (G \ X, k — |X]), then S* UX is a
solution to (G, k). For the other direction, let S* be a solution to (G, k) of minimum size. Define
$’ = (S*\ Y)UX U U. First, due to Corollary 4.1, note that [U \ U*| < (a—ll)ﬁ k?/3. Moreover, by
Observation 4.5 and Lemma 4.13, for every vertex s € S \ S*, it holds that Ng(s) C S*. Thus, since
X has a ((a—ll)ﬁk2/3 + 1)-expansion into Y in B, we have that |Y \ $*| < ((a—ll)ﬂk2/3 +1)|1X\ S*].
This implies that |S’| < [S*] < k.

Note that if G \ S’ does not contain any induced Ps, then since X C §* and we have shown that
|S’| < k, this would imply that S’ is a solution to (G \ X, k — |X]). Suppose, by way of contradiction,
that G \ S’ contains some induced Ps, which we denote by W. Note that V(W) N (X U ﬁ) = (. Since
G\ S* does not contain any induced P; and since S is an approximate solution, we also derive that

V(W)NY #0and V(W) NS # 0. Accordingly, the following case analysis is exhaustive.

e Case: W =s—u—ov,wheres € S\ (XU ﬁ),u,v € V(C) forsome C € D and {u, v} NY #
0. In this case, let y € {u, v} denote some vertex in {u,v} NY and let x denote the other
vertex in {u, v} (which might also be in Y). Since Np(Y) C X and s ¢ X, we have that y ¢
N5(s). Since u € N¢(s) and v € N¢(s), we have that [Mc(s) N {u,v}| = 1. Since y ¢ Ng(s),
we have that y ¢ Mc(s) and x € Mc(s). In particular, as Ng(Y) € X and s ¢ X, we have that
x € Np(s) \ Y (in fact, Ng(s) N'Y = 0). By Observation 4.5 and Lemma 4.13, we derive that
S* N {s,x} # 0. However, as x ¢ Y, this implies that S’ N {s, x} # 0, which is a contradiction.

e Case2: W =s—v—s',wheres, s’ € S\ (XU (7), and v € V(C) NY for some C € D. Since
Np(Y) C X and s,s” ¢ X, we have that v ¢ Mc(s) U Mc(s’), which means that N¢(s) =
V(C) \ Mc(s) and N¢e(s”) = V(C) \ Mc(s’). Therefore, [Nc(s) N V(C)|, |Nc(s’) NV (C)| >
%IV(C)|. Thus, since M N V(C)| < %|V(C)| < %lV(C)I (because C € D), we have that there
exist w € N¢(s) \ M and w” € N¢(s”) \ M. By Lemma 4.7 and since s, s” ¢ U, we derive that
C is huge or both V(C) \ M € N¢(s) and V(C) \ M € N¢(s').

Let us first consider the subcase, where C is huge. Owing to Reduction Rule 4.5, we have
that [INc(s)|, INc(s’)| < k. Since [V(C)| > 3k, we derive that [N (s) N Ne(s’)| > k + 1. Note
that any vertex w € N¢(s) N N¢(s”), along with s and s, form the induced P; in G that is
s —w —s’. Note that s,s” ¢ S*, as otherwise {s,s’} NS’ # 0, which contradicts the choice
of W. Thus, as S* is a solution to (G, k), it must hold that Nc(s) N N¢(s’) € S*, but as
[Nc(s) N Ne(s’)] = k + 1, this is a contradiction.

Let us now consider the subcase where C is not huge and, in particular, V(C) \ M € N¢(s)
and V(C) \ M C N¢(s’). Then, any vertex w € V(C) \ M, along with s and s’, form the in-
duced P; in G that is s — w — s”. Again, note that s,s” ¢ S*. Thus, since S* is a solution to
(G, k), we have that V(C) \ M C §*. Now, recall that by Lemma 4.12 and since C € D is not
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huge, [V(C) N $*| < [V(C) N M| + (725 o * Nk?/3. Hence, |V(C) \ M| < (w7 1)/; + A)k?/3.
As [V(C) N M| < 5|V (C)| (because C € D), we have that (1 — 5)[V(C)| < ((a o5 + k3,
hence, |V(C)| < %(m + A)k?/3, which is a contradiction since C € D 1mp11es that Cis
in particular big and y > %(m + A).

e Case 3: W =v—s—s’, where s, s’ eS\(XUﬁ) and v € V(C) N'Y for some C € D. The
analysis of this case is similar to the one of the previous case and is given only for complete-
ness. Since Ng(Y) C X and s,s” ¢ X, we have that v ¢ Mc(s) U Mc(s’"), which means that
Ne(s) = V(C) \ Mc(s) and Ne(s”) = V(C) \ Mc(s’). Therefore, |[Nc(s) N V(C)|, [INc(s') N
V(O)| = %IV(C)I. Thus, since [M N V(C)| < %IV(C)I < %IV(C)I (because C € D), we have
that there exist w € No(s) \ M and w’ € No(s') \ M. By Lemma 4.7 and since s, s’ ¢ U, we
derive that C is huge or both V(C) \ M C N¢(s) and V(C) \ M € N(s').

Let us first consider the subcase where C is huge. Due to Reduction Rule 4.5, we have
that [N (s), INc(s’)| < k. Since [V(C)| > 3k, we derive that [INc(s) N No(s')| > k + 1. Note
that any vertex w € No(s) N N¢(s’), along with s and s/, form the induced Ps in G that is
w — s —s’. Note that s,s’ ¢ S*, as otherwise {s,s’} NS’ # 0, which contradicts the choice
of W. Thus, as S* is a solution to (G, k), it must hold that Neo(s) N Ne(s’) € S*, but as
INc(s) N Ne(s”)] > k + 1, this is a contradiction.

Let us now consider the subcase where C is not huge and, in particular, V(C) \ M € N¢(s)
and V(C) \ M C N¢(s’). Then, any vertex w € V(C) \ M, along with s and s, form the in-
duced P; in G that is w — s — s”. Again, note that s,s” ¢ S*. Thus, since S* is a solution to
(G, k), we have that V(C) \ M C S*. Now, recall that by Lemma 4.12 and since C € D isnot
huge, |V(C) N S*| < [V(C) N M| + ((a 07 + A)k?/3. Hence, |V(C) \ M| < oy M + A)k?/3,
As |V(C) N M| < IV(C) (because C € D), we have that (1 - 3)IV(O)| < (5755 55 + A)k?3,
hence, |V(O)] < = ((a ng + /l)kz/3 which is a contradiction, since C € D 1mphes that C
is in particular blg andy > 5_1 (m +A).

e Case 4: W =u —s — v, where sES\(XUﬁ), ueV(C)NY for some Ce D, and v €
V(C’) for some C" € C \ {C}. Since Np(Y) C X and s ¢ X, we have that u ¢ Mc(s), which
means that Nc(s) = V(C) \ Mc(s). Therefore, [Nc(s) N V(C)| > %IV(C)I. Thus, since [M N
V(O)| < %IV(C)I < %IV(C)I (because C € D), we have that there exists w € N¢(s) \ M. By
Lemma 4.7 and since s ¢ U, we derive that C is huge or V(C) \ M € N¢(s). Symmetrically,
we derive that ifv € Y, then C’ is huge or V(C’) \ M C N¢/(s).

Note that for all w € N¢(s) and w’ € N¢ (s), it holds that w — s — w’ is an induced P; in
G. As s ¢ S* (as otherwise s € S’), we have that Nc(s) € S* or Nov(s) € S*. Observe that if
v ¢ Y, then since v ¢ S’, we have that v ¢ S*; therefore, it clearly holds that N¢(s) §Z S*.
IfoeY (Which means that C’ € D), then the proof that Ne+(s) ¢ S* is symmetric to the
proof that N¢(s) ¢ S*. Therefore, in what follows, we show only that N (s) € S*.

Let us first consider the subcase where C is huge. Due to Reduction Rule 4.5, we have
that [Nc(s)| < k. Since |V(C)| > 3k, we derive that |[Nc(s)| > 2k + 1. Since |S*| <k, it
is then clear that Nc(s)  S*. Now, let us consider the subcase where C is not huge,
and in particular V(C) \ M € N¢(s). Recall that by Lemma 4.12 and since C € D is not
huge, [V(C) N S*| < |[V(C) N M| + ((a ll)ﬁ + A)k?/3. Suppose, by way of contradiction, that
Nc(s) € S*. Then, [V(C) \ M| < (—7
previous two cases.

= 1 + )k?/3, which leads to a contradiction, as in the

Since each case led to a contradiction, the proof is complete. ]
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4.7 Reduction of Almost Modules

At this point, it remains to bound the size of I. We first show that the sets of vertices in I, defined
according to the cliques in C, are modules also with respect to U. More precisely, we prove the
following lemma.

LEMMA 4.15. For every clique C € D, C[INV(C)] is a module in G.

Proor. Let C be a clique in 9. Consider two vertices u,v € I N V(C). Clearly, every vertex
in C is adjacent to both u and v, and every vertex in a clique in C \ {C} is adjacent to neither
u nor v. Thus, C[I NV (C)] is indeed a module in G\ S. Now, consider some vertex s € S. Then,
asu,v € INV(C), we have that u,v € V(C) \ Mc(s) because, otherwise, u or v would have been
adjacent to s in the bipartite graph B of Section 4.6. Thus, we have that either both u,v € N¢(s)
or both u, v € N¢(s). As the choices of u, v and s were arbitrary, we conclude that C[I N V(C)] is,
indeed, a module in G. O

We now present a rule that concerns the set I.

RepUCTION RULE 4.7. Ifthere exists a visible clique C e D suchthat|INV(C)| > k + 1 orahidden
clique C € D such that [INV(C)| > IMNV(O)] + ¢ 1)/3 k?/3 + Ak*/3, then remove an arbitrarily
chosen vertexv € V(C) NI from G. The new instance is (G\ v, k).

LEMMA 4.16. Reduction Rule 4.7 is safe.

ProoF. In one direction, it is clear that if (G, k) has a solution, so does (G \ v, k). Now, let S*
be a solution to (G \ v, k). If S* is also a solution to (G, k), then the proof is complete. Therefore,
we next assume that S* is not a solution to (G, k). Then, there exists an induced Ps, denoted by
W, in G\ S*. Since S* is a solution to (G \ v, k), v € V(W). Furthermore, since v € V(C) NI and
INV(C) is a clique that is a module (by Lemma 4.15), for any vertex u € I N V(C), the vertex
set (V(W)\ {v}) U {u} induces a P in G\v. As (VW) \ {v}) N S* =0 and S* is a solution to
(G\ v, k), we deduce that (INV(C)\{v} CS*.

In case [INV(C)| > k + 1, the conclus1on that INV(C))\ {v} € S* implies that |S*| > k,
which is a contradlctlon Now, suppose that C is a hidden cllque in O such that [NV (C)| >
IMOV(O) + Znpk® + Ak?P. Let us denote S = (S* \ (IN V(C))) U (M NV (C)) U U U vis(C).
By Corollary 4.1 and since C is a hidden clique in D, we have that [S’| < [S*| - [INV(C)| + M N
V(O)l 1 1)ﬁ k%3 + Ak?3 < |S*| < k. Moreover, by Lemma 4.11, the graph G \ S’ consists of an
isolated cl1que on the vertex set V(C) \ S’ (for a detailed argument, see the proof of Lemma 4.12)
and a subgraph of (G \ v) \ S*. Therefore, as (G \ v) \ S* does not contain any induced P3, nor
does G \ S’. This implies that S’ is a solution to (G, k); therefore, (G, k) is a Yes-instance. O

Finally, after the exhaustive application of Reduction Rule 4.7, we can bound the size of I.

LEMMA 4.17. After the exhaustive application of Reduction Rule 4.7, |1| < 6(/1 +a+f+ @p 1)ﬁ
k3.

Proor. First, note that after the exhaustive application of Reduction Rule 4.7, every visible
clique C € D satisfies |V(C) NI| < k+ 1 and every hidden clique C € D satisfies |[V(C) N I] <
IMNV(O)|+ @ 11),6 k?/3 + Ak?/3. Recalling that the number of visible cliques is upper bounded

by —kz/ 3, we have that the total number of vertices in I that belong to visible cliques in D is
upper bounded by 3,7 k?/3 . (k + 1). Now, recalling that |C| < 6k, we also have that the total num-

ber of vertices in I that belong to hidden cliques in D is upper bounded by |M]| + 6(@ + /l)k%.
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By Lemma 4.5, |M| < 6(a + B)k3. Thus, £-k*3(k + 1) + |M]| + 6(ng + NS < 6(E +a+p+
m + A)k%, which completes the proof. ]

4.8 Proof of Theorem 1
We are finally ready to present the proof of Theorem 1.

Proor or THEOREM 1. Let (G, k) be an instance of CVD. Our kernelization algorithm simply
applies (exhaustively) Reduction Rules 4.1 to 4.7. The output is the instance obtained once none of
these rules is applicable. Let us observe that each rule among Reduction Rules 4.1 to 4.16 can be
applied in polynomial time, it strictly decreases the size of G, and it does not increase k. Thus, our
kernelization algorithm runs in polynomial time.

For the sake of clarity, let us now abuse notation and denote the outputted instance by (G, k).
Let us observe that V(G) consists of the following vertices.

e Vertices in S, whose number is at most 3k.

e Vertices in bad cliques, whose number is at most 9(y + §(a + f) + %ﬂ)kg = O(kg) (by
Lemma 4.9).

e Vertices in good cliques that are not isolated in B’, whose number is at most ((
1)|S| = O(k~ ) (owing to Reduction Rule 4.6).

e Vertices in the set I, whose number is at most 6(ﬁ +a+pf+ W + k3 = O(k3) (by
Lemma 4.17).

Thus, the total number of vertices is, indeed, O(kg ). This completes the proof. |

5 KERNEL FOR INDUCED P;-PACKING

In this section, we prove the following theorem.

THEOREM 2. INDUCED P3-PACKING admits a kernel with O(k ) vertices.

Our kernel for INDUCED P3-PACKING is based on the kernel for CVD. In fact, several of the steps
of both the kernelization algorithms are almost the same, but the subtle differences between them
are crucial. Specifically, while in CVD, we analyze properties that must be satisfied by all solutions.
In INDUCED P3-PACKING, we analyze properties such that there exists a solution that satisfies them
(if there exists a solution at all). As we progress with the description of our kernelization algorithm
for INDUCED P3-PACKING, the deviations from the kernelization algorithm for CVD become more
palpable; in particular, the later proofs of correctness of both algorithms are completely different
(e.g., here, we we do not even construct the bipartite graph B’ as we did in Section 4.6).

Let (G, k) be an instance of INDUCED Ps;-PACKING. We start by greedily finding a maximal
collection—say, S—of vertex-disjoint-induced Pss in G. Clearly, this greedy procedure can be run
in polynomial time. If |S| > k, then we conclude that (G, k) is a Yes-instance. Thus, we next sup-
pose that |S| < k. Let S be the set of vertices that belong to the induced Pss in S. Since |S| < k,
we have that |S| < 3k. Note that G\ S is a collection of cliques, which we denote by C.

In what follows, we denote a =2, f =1, y—43 p=2606=3A=1andnp=1, sothat (1—
l)y > 61 (used in the proof of 5.11), E (a 1)ﬂ > 3 (used in the proof of Lemma 5.13), £ y >

(a 1)ﬁ + A (used in the proof ofLemma 5. 13), % > 3 (used in the proof of Lemma 5.14), and —=% @7 1)ﬁ

A+ 5)/ (used in the proof of Lemma 5.14).

5.1 Bounding the Number of Cliques

First, as in the case of CVD, we have the following simple rule, whose safeness is obvious.
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RepucTION RULE 5.1. If there exists C € C such that no vertex in C has a neighbor in S, then
remove C from G. The new instance is (G \ C, k).

Now, as in the case of CVD, we define the bipartite graph B by setting one side of the bipartition
to be S and the other side to be C, such that there exists an edge between s € S and C € C if and
only if s is adjacent to at least one vertex in C. Note that by Reduction Rule 5.1, no clique in C is an
isolated vertex in B. We thus proceed by presenting the following rule (which is slightly different
than Reduction Rule 4.2), where we rely on the Expansion Lemma (Lemma 3.1). It should be clear
that the conditions required to apply the algorithm provided by this lemma are satisfied.

RepucTiOoN RULE 5.2. If|C| > 2IS|, then call the algorithm provided by Lemma 3.1 to compute sets
X C SandY C C such that X has a 2-expansion into Y in B and Ng(Y) C X. The new instance is
(G\ (XU V(Y)).k - IX]). Here, V(Y) = Ucey V(O).

We now argue that this rule is safe.
LEmMA 5.1. Reduction Rule 5.2 is safe.

ProoF. For every vertex s € X, let Cs and C; be the two cliques assigned to s by the 2-expansion.
Note that for all s € X, there exists an induced P; in G of the form us — s — vs, where u; is any
neighbor of s in C; (as s and C; are neighbors in B, at least one such vertex exists), and v; is any
neighbor of s in C; (again, at least one such vertex exists). Let this special collection of induced
P;s be denoted by X*, that is, X* = {u; —s — vs : s € X}. In one direction, it is clear that if S* is a
solution to (G \ (X UV (Y), k — |X]), then S* U X™* is a solution to (G, k). For the other direction,
let S* be a solution to (G, k). Let ‘W denote the set of every induced P; in S* that contains at
least one vertex from X. We denote S’ = (8* \ ‘W) U X*. Observe that since N3(Y) C X, we
have that no induced P; in 8* \ ‘W contains any vertex from V(Y) U X. Thus, it holds that S’ is
a collection of induced P;s in G. Since |'W| < |X|, we have that |S’| > k. We conclude that S” is a
solution to (G, k) and, as X* C S’, we have that S’ \ X* is a solution to (G \ (X U V(¥),k — |X]).
Thus, (G\ (X UV(Y), k — |X]) is a Yes-instance. O

Owing to Reduction Rule 5.2, from now on, |C| < 6k.

5.2 The Specification of the Marking Procedure

We proceed by presenting a procedure called Mark. The specification of this procedure is similar
to the one presented in Section 4.2. In particular, let us emphasize one subtle difference: now we
mark an additional set N, which will be a crucial component of latter rules and arguments.

Specification. The procedure Mark first initializes M < 0, T < S, and for all s € S, mark(s) < 0.
At each stage i, i =1,2,...,3k + 1, Mark executes the following process. For each s € T, if there
exist C € C and {u,v} € E(C) such that {s,u} € E(G) but {s,v} ¢ E(G) and {u,v} N M = 0, then
insert u, v into M and {u, v} into mark(s); otherwise, remove s from T. The order in which the
process examines the vertices in T is immaterial given that it examines each vertex in T exactly
once. Moreover, if i = [k?/3], then the process sets U to T if |T| < [ak?/] and to an arbitrarily
chosen subset of T of size [ak?/] otherwise; it also sets N to be equal to | J;cyy mark(s). If T or M
are updated in subsequent stages, U and N are not updated as well.

We say that Mark succeeded if |U| = [ak?/37; otherwise, we say that Mark failed. Moreover, if
there exists s € S such that [mark(s)| > 3k + 1, then we say that Mark was lucky. Let us begin the
analysis of Mark with the following simple rule.

REDUCTION RULE 5.3. Ifthere existss € S such that |mark(s)| = 3k + 1 (i.e., Mark was lucky), then
remove s from G and decrement k by 1. The new instance is (G \ s,k — 1).
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LEMMA 5.2. Reduction Rule 5.3 is safe.

Proor. If there exists s € S such that |mark(s)| > 3k + 1, then there exist 3k + 1 induced Pss
in the graph of the form s —u; —w;, i € {1,...,3k + 1} that intersect only at s. That is, we have
a “flower” whose core is s and whose petals are {u;, w;}. In one direction, let S* be a solution
to (G \ s,k — 1). Note that |V(S8*)| < 3(k — 1). Thus, the number of induced paths of the form
s —u; — w; that intersect V(S8*) is also upper bounded by 3(k — 1). This implies that there exists
aninduced path s — u; — w; that does not contain any vertex from V(S*). Then, S* U {s — u; — w;}
is a solution to (G, k). For the other direction, let S* be a solution to (G, k). Observe that there is at
most one induced P; in S* that contains the vertex s. Let S’ be the set of induced P;s obtained by
deleting the induced P; in S* that contains s (if it exists). Then, S” is a solution to (G \ s,k — 1). O

As in the case of CVD, the main purpose of Mark is to derive information on (G, k) when it is not
coincidentally lucky. However, the information we require here is different than the information
we require in the case of CVD. Not only do we analyze one solution rather than all solutions, we
also need to state explicit relations between U and the set of vertices marked by U (i.e., the set N).

LEmMMA 5.3. For any induced P3-packing S’ of size at most k, there exists an induced P3-packing
S* of size at least |S’| such that the following conditions hold.

o Let P’ be the set of induced Pss in S’ that do not contain any vertex from U. Then, P’ € S*.
o There exists a set A C U of size at most %kl/S such that for all s € U \ A, there exist P € 8*
andu,v € N such thatP =s—u — v.

Proor. Let S8’ be an induced Ps-packing of G of size at most k. Observe that for all s € S and
{u, v}, {u’,v"} € mark(s), it holds that {u, v} N {u’, v’} = 0. In addition, observe that for all s,s” € S,
{u,v} € mark(s) and {u’,v’} € mark(s’), it holds that {u,v} N {u’,v’} = 0. As |V(S’)| < 3k and
for all s € U, [mark(s)| > [Bk?*/*], we derive that there exist at most 3k/[fk?/3] < %k1/3 vertices
s € U such that for all {u, v} € mark(s), V(S’) N {u,v} # 0. Let A denote the set of these vertices
in U. Moreover, let P* be the set of induced P3s in S’ that do not contain any vertex from U \ A.
Note that P’ C P*. Moreover, note that |S’\ P*| < |U \ A|. Now, define P as the P5-packing
obtained by selecting, for every vertex s € U \ A, an induced P that consists of s and an arbitrarily
chosen edge {u,v} € mark(s) such that V(S’) N {u, v} # 0 (there exists at least one such edge).
Then, S* = P* U P is an induced Psy-packing. As |S" \ P*| < |U \ A|, we derive that |S*| > |S’|.
Moreover, it is clear from its construction that S* satisfies the two properties in the statement of
the lemma. This completes the proof. ]

We also need to derive an upper bound on the number of marked vertices, namely, |M].

LEMMA 5.4. If Mark was neither lucky nor successful, then |M| < 6(a + ﬂ)k%

Proor. Since Mark was unlucky, |mark(s)| < 3k for all s € S. Thus, [M| < 2|U|3k + 2|S\
U|([BKk*3] = 1). Since Mark failed, we further have that |M| < 6([ak?/*] — 1)k + 6k([pk*/3] -

1) < 6(a + p)k3. O

5.3 Multiple Calls to the Marking Procedure

We employ Mark exactly as in the case of CVD, with the exception that now we also compute
a set M. For the sake of readablhty, let us repeat this short descrlptlon (with the computation of
M) We initialize U = 0, M = 0, and G = G. Then, we call Mark with (G k) as input. If Mark was
lucky, then we execute Reduction Rule 5.3 and restart the entire process (including the initialization
phase). Otherwise, if Mark succeeded, then for the sets U and N computed by the current call, we
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update U<=UuU U, Me MU N, and G e 6\ U, and then we proceed to execute another call.

Otherwise, Mark was unlucky and also failed, and we let M denote the same set M C V(G) \ S

as computed by the current call to Mark, after which we terminate the process. (It may hold that

MNM # (.) Note that after each call to Mark, either Reduction Rule 5.3 is executed or the size of

U increases and, therefore, it is clear that the process eventually terminates. We denote L = S\ U.
By relying on Lemma 5.3, we have the following lemma.

LEMMA 5.5. Let i be the number of calls to Mark that succeeded but were unlucky. If (G, k) is a
Yes-instance, then there exists a solution S* to (G, k) and a set A C U of size at most i - %k1/3 such

that for all s € U \ A, there exists P € S* andu,v € M such thatP = s — u — v.

Proor. Suppose that (G, k) is a Yes-instance, and let S’ be a solution to (G, k) that minimizes the
number of vertices s € U for which there do not exist P € S’ and u,v € MsuchthatP =s—u—v.
Let A denote the set of these vertices in U. Suppose, by way of contradiction, that |A] > i - %kl/ 5,
Then, by the pigeonhole principle, there exists an iteration j € {1,2...,i} such that [ANT;| >
%kl/ 3 where U; denotes the set U computed in iteration j. By Lemma 5.3, there exists a solution
S* to (G, k) such that the following conditions hold.

e Let P’ be the set of induced P5s in S’ that do not contain any vertex from U;. Then, £’ € S*.
e There exists a set A* C U; of size at most %k1/3 such that for all s € U; \ A*, there exist

PeS*andu,ve Msuchthat P = s —u —o.In fact, u,v € N, the set computed in round j.

By the first condition, we deduce that for every P € 8" such that P =s —u — v for some s €
U \Ujandu,v € M , it also holds that P € S*. Furthermore, from the second condition, we derive
that S* has fewer vertices s € U; than S’ for which there do not exist P € S’ and u,v € M such
that P = s — u — v. We thus conclude that S* has fewer vertices s € U than S’ for which there do
not exist P € S’ and u,v € M such that P = s — u — v. Since this contradicts the choice of S/, we
have that |A| < i - %k1/3. This completes the proof. i

Before we proceed to present a consequence of Lemma 5.5, we need to present a new rule that
is also necessary to upper bound |M]|.

ReDUCTION RULE 5.4. Let i be the number of calls to Mark that succeeded but were unlucky. If

i> ﬁklw, then return a trivial Yes-instance.

LEMMA 5.6. Reduction Rule 5.4 is safe.

Proor. Let us consider the following simple procedure. Initialize Sy = 0. Now, forj = 1,2, ..., 1,
perform the following computation: Let S; be the induced Ps-packing whose existence is guaran-
teed by Lemma 5.3 when applied with §” = S;_;. (We implicitly assume that induced Pss that are
not of the form s —u — v, for s € U and u,v € ]VI are discarded.) By the two properties of S* as
specified by Lemma 5.3, we have that forall j € {1,2,...,i}, |S;| > |S;-1] + |Uj| — %k1/3, where U;
is the set U computed in iteration j. Since for all j € {1,2,...,i}, [U;| = [ak?/?], we overall have
that |S;| > i - (ak?/3 - %kl/S).Observe that k = kP o k'3 Thus, if i > 25k'/3,

ak?2/3-3 1/3 ak!/3-3 = « a-1
then |S;| > k, in which case S; is a solution to (G, k). This implies that Reduction Rule 5.4 is, in-
deed, safe. O

For the sake of clarity, let us formally define the solutions that we would like to analyze.
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Deﬁnition 5.1. We say that a pair (S* A) is a nice solution to (G, k) if 8* is a solution to (G, k)
and A C U is a set of size at most @0f k2/3 such that for all s € U \ A, there exist P € S8* and

u,v € Msuchthat P = s — u — v.
Now, as a consequence of Lemma 5.5 and Reduction Rule 5.4, we have the following corollary.
CoroLLARY 5.1. If (G, k) is a Yes-instance, then there exists a nice solution to (G, k).

Proor. Suppose that (G, k) is a Yes-instance. Let i be the number of calls to Mark that succeeded
but were unlucky. By Lemma 5.5, there exists a solution S* to (G, k) and a set A C U of size at
most i - 3k1/3 such that for all s € U \ A, there exist P € S* and u,v € M such thatP = s —u — v.

By Reductlon Rule 5.4, we have that i < —1<k'/*. Therefore, we have that |A| < —-k'/3 %k1/3 =
k?/3. We have thus obtained a nice solutlon (8*,A) to (G, k). i

(a— 1)/-‘3
The usefulness of Corollary 5.1 stems from the observation that it implies that we have found
a (possibly large) set U C S such that not only there exists a solution that packs almost all of the
vertices in U in induced Pss with vertices in M but also that the removal of U from G significantly
simplifies G as described by the following lemma. As the proof (and statement) of this lemma is
identical to the proof of Lemma 4.7, it is omitted.

LEMMA 5.7. For every clique C € C, C[V(C) \ M] is a module in G \ U.
Before we proceed to sieve bad cliques, let us upper bound |M).
LEMMA 5.8. |M] < 2O‘ﬁk’,

ProoF. Due to each call to Mark, at most 2[ak?/?] - [fk2/3] new vertices are inserted into M.
By Reduction Rule 5.4, Mark was called less than lel/ 3 times. Thus, the total number of vertices

inserted into M is upper bounded by 2(5kV3 - 1) - [ak?®] - [BK3] < %k%. |

5.4 Sieving Bad Cliques

We sieve cliques based on three classifications, similarly to the case of CVD. First, we say that a
clique C € Cis bigif |[V(C)| > ykz/ 3, otherwise, it is small. Furthermore, we say that a clique C € C
is hugeif |V(C)| > pk. Recall that by Reduction Rule 5.2, |C| < 6k. Thus, as in the case of CVD, we
directly have the following observation.

OBSERVATION 5.1. The total number of vertices in small cliques in C is upper bounded by 6yk§.

Second, we say that a clique C € C is heavyif |[V(C) N (M U ]VI)I > %IV(C)I; otherwise, it is light.
In particular, heaviness is now measured with respect to M U M , while in the case of CVD it was
measured only with respect to M. It is clear that the total number of vertices in heavy cliques in C
is upper bounded by §|M U M|. Thus, by Lemmas 5.4 and 5.8, we have the following observation.

OBSERVATION 5.2. The total number of vertices in heavy cliques in C is upper bounded by 65(a +
B+ 2Lk

Third, as in the case of CVD (except that the constant 2 is replaced by 6), for a clique C € C and
a vertex s € S, we say that C is visible to s if [Ng(s) N V(C)| > 6nk?/3; otherwise, we say that C
is hidden from s. For a clique C € C, we let vis(C) denote that set of vertices in S to which C is
visible. Moreover, we say that a clique C € C is visible if |vis(C)| > Ak2/3; otherwise, we say that it
is hidden. To bound the number of visible cliques, we need the following rule.
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REpUCTION RULE 5.5. If there exists a vertex s € S with at least %kl/ 3 + 2 cliques in C visible to
s, then remove s from G and decrement k by 1. The new instance is (G \ s,k — 1).

LEMMA 5.9. Reduction Rule 5.5 is safe.

Proor. Inone direction, let S* be a solution to (G \ s, k — 1). Let A denote the set of cliques in C
that are visible to s. Since |V(S*)| < 3(k - 1), |A| > %kl/g + 2 and, by the definition of visibility,
we have that there necessarily exist two distinct cliques A, A” € A such that each clique between
A, A has a vertex that is a neighbor of s and does not belong to V(S*). Since these two vertices
together with s form an induced P; in G, called P, we derive that S* U {P} is a solution to (G, k).
For the other direction, let S* be a solution to (G, k). Observe that there is at most one induced Ps
in 8* that contains the vertex s. Let S” be the set of induced Pss obtained by deleting the induced
P; in 8* that contains s (if it exists). Then, S’ is a solution to (G \ s,k — 1). O

After we exhaustively apply Reduction Rule 5.5, as in the case of CVD, for every vertex s € S

there exist at most ﬁklﬂ +1< %kl/a cliques in C visible to s. Since |S| < 3k, we derive that there
|S|Lk1/3

are at most —— = f’—nkz/ 3 visible cliques. Thus, we have the following observation.

OBSERVATION 5.3. The total number of vertices in non-huge visible cliques in C is upper bounded
by k5.
Altogether, we say that a clique C € C is good if it is (i) big, (ii) light, and (iii) hidden or huge

(or both); otherwise, we say that it is bad. We denote the set of all good cliques in C by D. By
Observations 5.1, 5.2, and 5.3, and that p = 26, we derive the following lemma.

LEMMA 5.10. The total number of vertices in bad cliques in C is upper bounded by 3u(y + 5(a +
B+ 2Ly 4 Ly,
U

5.5 Properties of Clique Sides

ForallC € C and s € S, denote N¢(s) = Ng(s) N V(C) and Ne(s) = V(C) \ Ne(s). Note that for all
CeC,s€S,ueNc(s),andv € No(s), it holds that s — u — v is an induced Ps in G. Furthermore,
for all C € C and s € S, let Mc(s) denote the set of minimum size between N¢(s) and No(s) (if
they have equal sizes, the choice is arbitrary). Let us first verify that Lemma 4.11 also holds in the
context of INDUCED P3-PACKING.

LEMMA 5.11. Foralls € L and C € D such that Ng(s) N (V(C) \ M) # 0, it holds that C is visible
tos.

Proor. Lets € L and C € D such that Ng(s) N (V(C) \ M) # 0. Then, by Lemma 5.7, we have
that V(C) \ M C Ng(s). Thus, to prove that C is visible to s, it is sufficient to show that |V (C) \ M| >
6nk?/3. Since C € D, we have that C is light; therefore, [V(C) \ M| > (1 — $)|V(C)|. Moreover,
since C is big, [V (C)| > yk?/3; hence, [V(C) \ M| > (1 — %)ykzﬂ. Since (1 - %)y > 61, the proofis
completed. O

Now, let us also explicitly state the following simple corollary to Lemma 5.11.

COROLLARY 5.2. For all non-huge C € D, the number of vertices s € L such that Ng(s) N (V(C) \
M) # 0 is upper bounded by Ak*/3.

Proor. Let C € D be a non-huge clique. By Lemma 5.11, C is visible to every vertex s € L such
that Ng(s) N (V(C) \ M) # 0. Thus, since C is hidden, the statement is true. O
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Let us now argue that for any nice solution to (G, k), it holds that for every clique C € D, most
of the clique C is “unused.”

LEMMA 5.12. Let (S™*, A) be a nice solution to (G, k). For all non-huge C € D, it holds that |(V(C) N

V(S*)\ (MUM)| < (55 + Dk,

Proor. Let C € D be a non-huge clique. Since C is a clique where Ng(C) C S, every induced
P; in 8* that contains at least one vertex from V(C) must also contain at least one vertex from
S. Because (S*, A) is a nice solution, every induced P; in S* that contains at least one vertex
from ﬁ\A cannot contain any vertex from V(C) \ M. Furthermore, since |A| < @ _31) 7 k%/3, there

exist at most 2|A| < (afl)ﬁ k?/3 vertices v € V(S*) for which there exists an induced Ps in S* that
contains both v and at least one vertex from A. Now, let us denote the set of induced Pss in S* that
contain at least one vertex from V(C) \ M and no vertex from U by #. Then, we note that every
induced path P €  must contain an edge {s,v} € E(G) for some s € L and v € V(C), and that
[V(P) N (V(C) \ M)| =1 (by Lemma 5.7). By Corollary 5.2, we derive that [(V(C) N V(P)) \ M| <
Ak?/3, This completes the proof. ]

In order to proceed with our analysis, we need to refine Definition 5.1 with respect to a set of
vertices.

Definition 5.2. Let T € V(D)\(M U 1\71). We say that a pair (S*, A) is a T-nice solution to (G, k)
if (8*, A) is a nice solution, and for all P € S* such that V(P) N U = 0, it holds that V(P) N T = 0.

We now claim that for any small enough set T, it is possible to focus on seeking nice solutions
with respect to T. Formally, we prove the following lemma.

LEMMA 5.13. LetT C V(D)\(M U M) be a set of size at most ¢
then there exists a T-nice solution to (G, k).

1)'Bkz/3 If (G, k) is a Yes-instance,

Proor. Suppose that (G, k) is a Yes-instance. Then, by Corollary 5.1, there exists a nice solution
to (G, k). Let (S8*, A) be a nice solution to (G, k) that minimizes the number of vertices v € T for
which there exists P € S* such that V(P) N U=0andve V(P). We claim that there do not exist
v €T and P € 8* such that V(P) N U=0andv e V(P). Suppose, by way of contradiction, that
there exist v € T and P € S* such that V(P) N U=0andv e V(P). Let C denote the clique in D
such that v € V(C). We first observe that owing to Lemma 5.7 and because v ¢ M and V(P) N U=
0, if we replace v in P by any other vertex in V(C) \ M, we obtain yet another induced P;.
Thus, by the choice of (§*, A), we derive that V(C ) (TUMUV(S8*)) = 0. In other words, V(C)\
(T UM) C V(S*).Hence, |(V(C) N V(S*))\ (M U M)| > V(ONT U M U M)|. Then, because C €
D and |T| < 1)ﬁkm, we have that [V(C)\(T UM U M)| > [V(C)\(M U M)| - = l)ﬁkm

S (o) - (H)ﬁkz/? Thus, % [V(C)| - = 1)ﬁkm < |(V(C) N V(S*)\ (M U M)|. Now, let us
consider two cases, corresponding to whether or not C is huge.

K23 > 551ﬂk _

e Suppose that C is huge. Then, E|V(C)| - 1)ﬂ (a 1),5 k?* > 3k (because

&by - @ > 3)- However, |(V(C) N V(S*)) \ (MU M)| < |V(8*)| < 3k. Thus, we have
reached a contradiction.

e Suppose that C is not huge. Then, by Lemma 5.12, this means that [(V(C) N V(S*))\
MUM)| < (555 57 + A)k?/3. Since & |V(0)| - e l)ﬁkZ/3 < |(V(C) N V(S*)) \ (MU M)]|
and IV(C)| > yk?/3, we have that ﬂkzﬂ 1)ﬂ 14 p2/3 ((afl)ﬂ + M)k?/3. However, since

+1< & ly, we have reached a contradlctlon

(a 1)ﬂ
As both cases led to a contradiction, the proof is complete. O
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5.6 Assigning Sets of Vertices to Vertices in U

For every vertex s € U, denote Q'(s) = UcepMc(s) \ (MU /VI)) Moreover, for every vertex s €

U, if |Q'(s)] < |-(a—61)/5 k?/3], then denote Q(s) = Q’(s); otherwise, let Q(s) be an arbitrarily chosen

subset of Q(s) of size exactly Lmkzﬁj. Furthermore, we denote Q = U, Q(s)- Since [S| < 3k,
the following observation is immediate.

A 21 2
OBSERVATION 5.4. |Q] < mkS.

Now, we proceed to apply the following rule, whose safeness is based on Lemma 5.13.

ReEpUCTION RULE 5.6. If there exists a vertex v € V(D) \ (M U MU Q), then remove v from G.
The new instance is (G \ v, k).

LEMMA 5.14. Reduction Rule 5.5 is safe.

PrOOF. Inone direction, it is clear thatif (G \ v, k) is a Yes-instance, then (G, k) is a Yes-instance.
For the other direction, let us suppose that (G, k) is a Yes-instance. By Lemma 5.13 and since v ¢
M U M, there exists a {v}-nice solution (8*, A). If (S8*, A) is a solution to (G \ v, k), then the proof
is complete. Thus, we next suppose that (S*, A) is not a solution to (G \ v, k). Because (S*, A) is
a {v}-nice solution, this means that there exists P* € 8* such that v € V(P*) and V(P*) N U # 0.
Let s* denote some vertex in V(P*) N U+0 (if there exist two vertices in V (P*) N U, we arbitrarily
choose one of them). Now, observe that S* \ {P} is a solution to (G \ {v,s*}, k — 1); therefore,
(G\ {v,s*},k — 1) is a Yes-instance. Moreover, note that |Q(s*)| < (a—71)ﬁ k%3 = (a—71)ﬂ (k-1)%3.
% = m(k —1)%/3. Hﬁ < ﬁ(k — 1)2/3. Then, by Lemma 5.13, there exists a Q(s*)-
nice solution (S8’, A’) to (G \ {v,s*},k — 1).

Since (S’, A’) isa Q(s*)-nice solution, we have that forallu € V(S’) N Q(s*), there exists P € S’
such that V(P) N U # 0. However, since (8’,A’) is a nice solution and Q(s*) N (M U ]\7[) =0, we
further derive that for all u € V(S’) N Q(s*), there exists P € 8’ such that V(P) N A’ # (). Be-
cause |[A’] < m(k —1)?3, we deduce that [V(S’) N Q(s*)| < 2|4 < m(k —1)?/3. How-

ever, since Q(s*) = L(ajl)ﬁkz/ﬂ (because v € Q’(s*) \ O(s*)), we have that Q(s*) \ V(S’) # 0.
Let 0* denote some vertex in Q(s*) \ V(8’) (by our previous argument, such a vertex exists), and
let C* denote the clique in D that contains v*. Then, by the definition of Q(s*), we have that
v* € Mcx(s*). Observe that any vertex in V(C*) \ Mc» (s*) together with s* and v* forms an in-
duced Ps. Hence, if V(C*) \ (Mc+(s*) UV(S’)) # 0, then S’ along with an induced P5 consisting
of some vertex in V(C*) \ (Mcx(s*) U V(8’)), s* and v*, forms a solution to (G, k), in which case
the proof is complete. However, we claim that necessarily V(C*) \ (Mcx(s*) UV (S’)) # 0. For
this purpose, it is sufficient to prove that [V(S’)| < [V(C*) \ Mcx(s*)|. Let us first observe that
[V(C*) \ Mcx(s*)| > %|V(C*)|. Hence, it is sufficient to prove that |[V(C*) N V(S’)| < %IV(C*)|.
To this end, we consider two cases, corresponding to whether or not C* is huge.

e Suppose that C* is huge. In this case, %|V(C*)| > %k. Since |[V(C*) NV(S")| < |V(8')| =
3(k —1) and £ > 3, indeed, [V(S’)| < 3|V(C*)I.

e Suppose that C* is not huge. In this case, by Lemma 5.12, [(V(C*) N V(8’)) \ (M U M)| <
(ﬁ + A)(k — 1)%/. Observe that since C* € D, we have that |(V(C*) N V(S’)) \ (MU
M)| = V(C*) N V(S = V(C*) NV(S') N (MU M)| 2 [V(C*) N V(S")| = V(C*) N
(MUM)| > |[V(C*) N V(S| - FV(CH)| > [V(C*) N V(S')| - $yk**. Thus, we derive
that [V(C*) NV(S')| - yk*® < (m +A)(k —1)%/3; therefore, |V(C*)NV(S’)| <
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(m + A+ $y)k*/3. However, 1|[V(C*)| > Lk?/3. Since ﬁ +A+ 3y <%, indeed,
V(8] < 3IV(C)I.

As both cases led to the desired claim, the proof is complete. o

5.7 Proof of Theorem 2
We are finally ready to present the proof of Theorem 2.

ProoF oF THEOREM 2. Let (G, k) be an instance of INDUCED P3-PACKING. Our kernelization algo-
rithm simply applies (exhaustively) Reduction Rules 5.1 to 5.6. The output is the instance obtained
once none of these rules is applicable. Let us observe that each rule among Reduction Rules 5.1 to
5.6 can be applied in polynomial time, it strictly decreases the size of G, and it does not increase
k. Thus, our kernelization algorithm runs in polynomial time.

For the sake of clarity, let us now abuse notation and denote the outputted instance by (G, k).
Let us observe that V(G) consists of the following vertices.

Vertices in S, whose number is at most 3k.

5
Vertices in bad cliques, whose number is at most 3u(y + §(a + f + loi—a) + A—ln)ki (by
Lemma 5.10).

e Vertices in M U M, whose number is at most (6(a+p) + g)k% (by Lemmas 5.4 and 5.8)

e Vertices in @ whose number is at most ﬁk% (by Observation 5.4).

Thus, the total number of vertices is, indeed, O(k% ). This completes the proof. O

6 FEEDBACK VERTEX SET IN TOURNAMENTS

In this section, we prove the following theorem.
THEOREM 3. FVST admits a kernel with O (k*?) vertices.
To prove Theorem 3, we will also use the following folklore result.
ProproSITION 6.1. Let T be a tournament. Then, the following conditions hold.

(1) T has a directed cycle if and only if T has a directed triangle.

(2) IfT is acyclic, then it has a unique topological ordering. That is, there exists a unique ordering
< of the vertices of T such that for every directed arc uv, we have u < v (that is, u appears
before v in the ordering <).

Let (T, k) be an instance of FVST. By Proposition 6.1, to find a set S such that T \ S is a directed
acyclic graph, it is sufficient to find a set that intersects all of the triangles of T. This immediately
yields a simple polynomial-time 3-approximation algorithm for FVST. Start by greedily finding a
maximal collection—say, S—of vertex-disjoint triangles in T and output V(S). We call this algo-
rithm with T as input and obtain a 3-approximate solution S. If |S| > 3k, then we conclude that
(T, k) is a No-instance. Hence, we assume that |S| < 3k. We call the vertex set S such that G\ S
does not have any directed cycle a feedback vertex set. Let X = T \ S. Note that since S is a feedback
vertex set, X is a transitive tournament. Let (T, k) be an instance of FVST. We say that a feedback
vertex set of size at most k of T is a solution to the instance (T, k). For the sake of clarity of the
analysis, we omit floor/ceiling signs and remainders whenever they are not crucial.

We have the following simple rule, whose safeness can be easily observed.

REDUCTION RULE 6.1. If there exists s € S such that there are k + 1 triangles intersecting pairwise
only at s, then remove s from T. The new instance is (T \ {s},k — 1).
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We apply Reduction Rule 6.1 exhaustively. Note that each application can be performed in poly-
nomial time, as for any vertex s € S, we can check whether k + 1 triangles exist intersecting pair-
wise (only) at s as follows: we construct a bipartite graph where one side of the bipartition is the
set A of in-neighbors of s, the other side of the bipartition is the set B of out-neighbors of s, and
there exists an edge between a € A and b € B if and only if a is an out-neighbor of b. Then, there
exist k + 1 triangles intersecting pairwise only at s if and only if the size of a maximum matching
in this bipartite graph is at least k + 1 (which can be checked in polynomial time). Thus, from now
on, we assume that Reduction Rule 6.1 is no longer applicable. Throughout this section, we work
with the unique ordering < of the vertices of X. For example, whenever we will use a phrase such
as the vertices are consecutive in X, we mean that the vertices occur consecutively with respect to
the ordering <. Similarly, we define the notion of the smallest and the largest vertex in X according
to the ordering <.

6.1 Exploring the Vertex Cover Structure

Let us now define a notion of vertex cover for a set of arcs of T. Formally, for a subset of arcs
A C E(T), a subset O C V(T) is called a vertex cover for A if for every arc uv € A, either u € O or
v € O (or both). Recall from the Introduction that an arc xy of T is called strong if (i) at least one
vertex among x and y belongs to S and (ii) there are at least k + 2 vertices z € V(T) such that xyz
is a triangle. Let F be the set of all of the strong arcs of T, which can be easily found in polynomial
time. We start our analysis with the following simple observation regarding the set F.

OBSERVATION 6.1. If O is a solution to (T, k + 1), then O is a vertex cover of F.

The proof is simple: if O does not hit xy € F, then O contains all z € V(T) such that
xyz is a triangle, that is, |O| > k + 2, which is a contradiction.

Recall that throughout our kernelization algorithm, we work with the unique topological order-
ing < of X. Accordingly, we have that if xx’ is an arc in E(X), then x < x’. Furthermore, we need
the following notion of distance.

Definition 6.1. Let x,x" € X be two vertices such that x < x’, and let d — 1 be the number of
vertices y such that x < y < x’. Then, the distance between x and x’ is d, and we write x’ —x = d
if x < x” and x — x’ = —d otherwise.

In addition, we need the following definition, which concerns the relations between the vertices
in S and the vertices in X.

Definition 6.2. For s € S and x € V(X), define f; (x) =l{y e V(X) :y < x, sy € E(T)}|, and
ffx) =Ry e V(X):y>x, ys € E(T)}.

Intuitively, the functions f; (x) and f;"(x) measure how many arcs would have been in the
“wrong direction” (with respect to the ordering <) if we inserted s into the position immediately
after x in X. First, for every s € S, we would like to find x; € X such that f; (xs) and f;" (x5) are
almost equal.

LEMMA 6.1. Foreachs € S, there exists xs € V(X) such that 0 < f7 (xs) — fif (x5) < 1.

PROOF. Let x,, be the smallest vertex in V(X) and let x,s be the largest vertex in V(X). Fix some
s € S. In what follows, we omit the subscript s. We have the following two inequalities:

o f~(xp)— fT(xm) = 0 (since f*(xp) = 0), and
o f(xm) = fT(xm) < 1(since f~(xm) < 1).
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Let x,x” € V(X), where x" = x + 1. Then, f~(x’) — f*(x’) = f~(x) — fT(x) + 1. That is, the
function f~(x) — f*(x) increases by 1 whenever x increases by 1. Observe that if sx’ € E(T),
then f~(x’) = f~(x) + 1 and f*(x’) = f(x). Otherwise, x’s € E(T); thus, f~(x") = f~(x) and
fT(x") = f*(x) — 1. Therefore, the two inequalities above and the fact that the function f~(x) —
f7(x) increases by 1 whenever x increases by 1 together imply that there exists x; € V(X) such
that 0 < f~(x5) — f*(xs) < 1. |

For the sake of clarity, we extract the implication of Lemma 6.1 to the following notation.

Definition 6.3. For any s € S, define ¢(s) as the smallest vertex x; € V(X) satisfying the inequal-
ities in Lemma 6.1.

We now show that, given Reduction Rule 6.1, neither f; (¢(s)) nor f;"(¢(s)) can be too “large.” If
there existed s € S such that f; (¢(s)) > k + 2, then f;"(¢(s)) > k + 1, and we could have formed
k + 1 triangles, each consisting of s, a vertex from {x € V(X) x < ¢(s), sx € E(T)}, and a ver-
tex from {y € V(X) : y > ¢(s), ys € E(T)}. In this case, Reduction Rule 6.1 is applicable. How-
ever, as we assumed that Reduction Rule 6.1 is no longer applicable, we have that for all s € S,
i (@(s)), fiH(@(s)) < k + 1. By using this assumption, we have useful certificates for strong arcs,
as follows.

LEMMA 6.2. Letx € X, and s, s’ € S. The following statements are true.

(1) Ifsx € E(T) and ¢(s) — x > 2k + 3, then sx is strong.
(2) Ifxs € E(T) and x — ¢(s) > 2k + 3, then xs is strong.
(3) Ifs's € E(T) and ¢(s”) — ¢(s) = 3k + 5, then s’s is strong.

Proor. We first prove . As ¢(s) — x > 2k + 3, there are at least 2k + 2 vertices between x and
@(s). Since f (¢(s)) < k + 1, we have that {y : x < y < ¢(s),sy € E(T)}| < k + 1. Hence, the set
R={y:x <y <¢(s),ys € E(T)} has at least k + 2 vertices. Note that sxy is a triangle for each
y € R since sx € E(T). This shows that sx is strong. The proof of | 2 | is similar.

To prove we note that fF(¢(s)) < k+1 and f;(p(s")) < k + 1. That is, |{x : ¢(s) < x <

o(s’), s'x € E(T) | <k+1,and [{x : ¢(s) < x < ¢(s"), xs € E(T)}| < k + 1. Since there are at least
3k + 4 vertices between ¢(s) and ¢(s”), this implies that [{x : ¢(s) < x < ¢(s’), sx,xs” € E(T)}| >
k + 2, that is, s’s is strong. O

Let o(U) = User ¢(s) forany U C S. To proceed, we also need to introduce two terms concern-
ing triangles.

Definition 6.4. Let x1x,x3 be a triangle of T, and A = {x1, x2, x3}. The span of x1x,x3 is the maxi-
mum distance between any two vertices in (A \ S) U (A N S). Moreover, the triangle is called local
if none of its arcs belongs to F.

In the following lemma, we will show that a local triangle is indeed local in the sense that it
must have a “short” span.

LEMMA 6.3. Let x1x2x3 be a local triangle with at least one vertex from X. Then, its span is at most
6k + 8.

Proor. For 1 <i < 3, define

, Xi, if x; € V(X), and
o0 = { "

¢(x;) otherwise.

If the claim is false, then
max{|e’(x1) — @' (x2) [, [@" (x2) = @' (x3)], @ (x3) — @"(x1)|} = 6k + 9.
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By symmetry, we may assume that [¢’(x1) — ¢’(x2)| = 6k + 9. We first claim that (x) there is an
indexi € [3] such that ¢’ (x;) — ¢’ (x;+1) = 3k + 5 (Where the calculation i + 1 is modulo 3). Indeed,
if ¢’ (x1) — ¢’ (x2) > 6k + 9, then (%) is true. Therefore, next, suppose that ¢’ (x;) — ¢’ (x1) > 6k + 9.
If ¢’ (x3) > ¢'(x2), then ¢’ (x3) — ¢’ (x1) > 6k + 9, and then (x) is true. Moreover, if ¢’(x3) < ¢’ (x1),
then ¢’ (x2) — ¢’ (x3) > 6k + 9, and then (%) is true. Hence, we next suppose that ¢’ (x;) < ¢’(x3) <
¢'(x2). Then, as ¢’(x3) — ¢’ (x1) > 6k + 9, we have that either ¢’(x3) — ¢’ (x1) > 3k + 5 or ¢ (x2) —
¢’ (x3) > 3k + 5; thus, (%) is true. This proves (x).

Let i € [3] be an index satisfying (), that is, ¢’ (x;) — ¢’(x;+1) = 3k + 5. If x;, x;41 € V(X), then
since x;x;11 € E(T), we have that x; < x;41, which contradicts that ¢’(x;) — ¢’ (x;4+1) = 3k + 5 is
positive. Thus, at least one vertex among x; and x4 is in S. However, then Lemma 6.2 implies that
XiXi+1 is a strong arc, which contradicts the fact that x;x2x3 is a local triangle. O

6.2 Applying the Double Expansion Lemma
In what follows, we denote « =3, f =20,y =7, 4 =3,0 = 2,and £ = 3 so that f — 13 > ud (used
in Observation 6.3), yu > 6¢ (used in Observation 6.5), % + % < land ¢ -1 > § (used in the proof
of Lemma 6.4).

In order to proceed with our analysis, we need to classify “intervals” of vertices from X as either
good or bad, depending on how many vertices from S are mapped into these intervals. Formally,
we have the following definition.

Definition 6.5. A set Y C V(X) is an interval if it contains all the vertices in X that lie between
the largest and smallest elements in Y (with respect to the ordering < induced by X).® We refer
to |Y| as the length of Y. Moreover, Y is good if the size of Sy = {s € S| ¢(s) € Y} is at most avk;
otherwise, it is bad.

Note that for two intervals Y, Y’ C V(X),if Y N Y’ = 0, then Sy N Sy, = 0 as well.
We partition V(X) into disjoint intervals, each of length fk. That is, we follow the vertices of

V(X) from left to right in the ordering < and partition them into disjoint intervals Y, ..., Y,¥ such

that each Yj*, 1 < j < p,is of length fk. Note that among Y, . . ., Y;, at most ;Tk& = %E intervals

are bad; otherwise, |S| > (%E + 1) - aVk > 3k, which contradicts our assumption that |S| < 3k.

Thus, we have the following upper bound on the number of bad intervals among Y, .. ., Y; .
OBSERVATION 6.2. There are at most %E bad intervals among Y*, ..., Y;.

Thus, if p > (% + ) Vk, there are at least p — 3\7@ > BVk good intervals. Consider the first yVk
good intervals among Y*, ..., Y; ,and rename them as Y, . .., Yy N according to the order of the
appearance (by < of their vertices). The fact that the relative order of the intervals is preserved
will be used later. For all i € [y\/E], denote S; = Sy, (recall that Sy, = {s € S| ¢(s) € Y;}), and let Y/
be the sub-interval of Y; excluding the 6k + 9 largest and the 6k + 9 smallest vertices of Y;. The
purpose of this exclusion is to ensure that the vertex set of any local triangle hit by Y; (i.e., the

triangle contains at least one vertex of Y/) is completely contained in Y; U S; (see Lemma 6.6).

OBSERVATION 6.3. Foralli € [yVk], the length of Y/ is at least pk — 2(6k +9) > (f — 13)k > udk.

We are now ready to apply the Double Expansion Lemma. We first chop down every Y/ into
sub-intervals Y; ;s, and we merge each Y; ; into a single “representative” vertex a; ;, and we put an

That is, the elements of Y are consecutive with respect to <.
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° Ai+1

z+1

SHl

E Siv1

Fig. 2. Construction of G from F (top figure) and construction of H; from T[S; U Y/] (bottom figure). Not all
arcs of T[S; U Y/] are shown; for arcs not shown in T[S; U Y/], their corresponding (possibly) edges in H; are
dotted.

edge between a; ; and s in H; if the arcs between s and Y; ; have different orientations. Precisely,
the construction of G and H; is as follows.

We first partition each Yl' into p\/E sub-intervals, Y; 1,. .., Yl.,m/;, each of length 5Vk such
that x < x’ for every x € Y; j,x" € Y; y, with j < j’. We now construct the bipartite graphs

G, Hl,... ,Hyf To this end, for all i,1<i< y\/E, define A; ={a;1,...,a ”ﬂf} and A =

U A Then, |A| = yVk - pVk = ypk. It is useful to think of a; ; as the representative of the sub-
1nterval Y; j for every i, j. Let us now define the bipartite graphs (see Figure 2 for an illustration).

(1) G:The (undirected) bipartite graph with vertex set (4, S) and edge set E(G) = {a; js : dx €
Yl:j such that {xs,sx} N F # 0}.

(2) H;: The (undirected) bipartite graph with vertex set (A;, S;) and edge set E(H;) = {a; ;s :
Jx, x’ such that sx,x’s € E(T)}. In other words, a; ;s ¢ E(H;) if and only if either sx €
E(T) for every x € Y; j or xs € E(T) for every x € Y, ;.

Before applying the Double Expansion Lemma, we mention here an observation for later use,
which is the main purpose of our “merging” vertices into representatives.

OBSERVATION 6.4. If sa; j,sa; y € E(H;) for some j < j’, then there is a triangle sxx’ with x €
Yij,x" €Y

The proof is trivial: by definition of E(H;), there is x € Y; ; such that sx € E(T), and there is
x" €Y, j such that x’s € E(T). Since i < j’, x < x’; thus, xx” € E(T). Therefore, sxx’" is a triangle

By applymg the Double Expansion Lemma 3.3, in polynomial time, we find that ACA SCS,
aswellas A; C A;and S; C S; forall 1 < i < yVk, such that

o« A=y A;
o |A\A] < 2018];

S has an {-expansion into Ain G, and Ng(A) C Ng(S); and
S; has an ¢-expansion into A; in H;, and Ny, (4;) € Ng,(S;).
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LetY = Ua,»,jeﬁ Y; j and z = an_egi Y; j. Since A= ny;{i, we have that Y = Ui/f ?i.
OBSERVATION 6.5. Y is nonempty.

Proor. Recall that [S| < 3k and |A| = ypuk. Since |A\Z| < 2£|S|, we have that |E| > Al -
20|S| = yuk — 2€ - 3k > 0. Since A # 0, there exists a; ; € A; thus, Y 2 Y;; # 0. O

6.3 Using Expansion to Detect an Irrelevant Vertex
Let O be a solution to (T, k + 1), and define
yVk
O’=(O\Y)U SUU |, where

i=1

5 S, ifloNnY;| < 8vVk, and
I71S; otherwise.

In the rest of this section, we show that if O NY # 0, then |0’| < |O| and O’ is a solution to
(T, k+1).

LEmMA 6.4. IfON Y # 0, then |O’| < |O].

Proo¥. Observe that to obtain O’ from O, we remove O NY and add S \ O and UQ/IE(S{ \ O).
We will prove that

onY] > S\ 0l, and (1)
~  IyVE

onyl !

| 5 'zU(s;\o). )

i=1

Combining Equations (1) and (2) with % + % < 1and the hypothesis of the lemma that |O N Y| > o,

we have
yVk

jonYl > s\ol+| (51 0)|,
i=1
which implies that |0’| < |O|, proving the lemma.
To prove Equation (1), recall that S has an {-expansion into A in G; thus, [Ng(S\ O) N Al >
£|S \ O|. Therefore, it suffices to show that |O N Y| > |[Ng(S \ O) N A|. Suppose, for a contradiction,
that |ONY| < [Ng(S\ O) N A|. Then,

Z 0NY;,| < Z l0NYi;=10nY] < Ng(S\0)N Al 3)
aivjENG(S\\O)ﬂA\ ai,jEA\
IflONY;;| > 1foreverya;; € NG(§\ 0) ﬁ;{: then Zal‘jeNG(_?\O)mE [oNnY;;l > INC;(§\ 0) ﬁzzﬂ,

contradicting Equation (3). Thus, we conclude that there exists a; ; € NG(§ \O)N A such that O N

Y;ij=0.Letse S\ O such that sa; j € E(G) (such a vertex s exists, since a; ; € NG(§\ 0)). By the
definition of E(G), there exists x € Y; ; such that sx or xs in F. Note that x ¢ O, since ONY; ; = 0,

and s ¢ O, since s € §\ 0. As O is a solution to (T, k + 1) and because of Observation 6.1, O must
be a vertex cover of F. But x, s ¢ O, which is a contradiction. From this, we conclude that (1) holds.
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To prove Equation (2), note that

yVk yVk yVk
0Ny = Z|OﬂY|andZ|S\O| U(s;\o).
i=1 i=1

Thus, it suffices to show that |O N YI > 6|5;\ O] for every i. If S] = S;, then |O N ?I > sVk k by
the definition of S’. Since Y; is a good interval, |S;| < Vk. Hence, |O N Y| > 5vVk > 61Si| = 81S] \
O|. Now, suppose that S} = = S;. Since S; has an (- expansion into A; in H;, we have that |NH Si\

0) DA,I > fIS, \ O|. Call a;j € Np, (Sl \ 0) ﬂA, pure, if Y; ; N O = 0. Observe that if s € S, \ Ois
adjacent to two pure vertices in H;—say, a; j and a; y with j < j’—then by the definition of E(H;)
and by Observation 6.4 there is a triangle sxx” with x € Y; ; and x” € Y; ;. Thus, sxx’ is not hit by
O by definition of purity, which contradicts the assumption that O is a feedback vertex set for T.
Therefore, each s € S \ O is adjacent to at most one pure vertex, that is, there are at most IS \ O]
pure vertices. Thus, the number of non-pure vertices is at least (recall that £ — 1 > §)

INe, (5:\ 0) N Al = 15;\ O] = (£ = 1)I5;\ O] 2 8IS \ O.

For each non-pure a; ; € Ny, (:9\, \O)Nn A}, we have that |Y; ; N O] > 1 by the definition of pu-

rity. Recall that [ONY;| =3 7 [0NY;; |. Thus, |[ONY;| is at least the number of non-pure
L] U

vertices, that is, |0 N Y;| > 6|S; \ O|. As S] = S;, we have that |0 N Y;| > §|S;] \ O|, which proves
Equation (2). O

It remains to show that O’ is a solution to (T, k + 1). To do so, we will prove that O’ is a vertex
cover of F and O’ hits all local triangles.

LEmMA 6.5. O’ is a vertex cover of F.

Proor. By Observation 6.1, O is a vertex cover of F; thus, every ss” € F with s,s” € S is hit by
O and hence ss’ is hit by O, since ONS € O’ N S. Thus, we only need to show that every xs € F
with x € V(X) and s € S is hit by O’. Suppose, for contradiction, that xs € F is not hit by O’. Then,
eitherx € O\ O’ ors € O\ O’. Note that sinceONS C O’ NS,s ¢ O\ O'.Thus,x € O\ O’, which
implies that x e O N Y. Let x € Y; ;. Then, a;; € A, and since xs € F, a; .j$ € E(G). Recall (from
the list properties obtained after applying the Double Expansion Lemma) that Ng (A A) C S, which
implies that s € S. However, S C O’ by the definition of O’. This implies that s € 0, a contradiction
to the assumption that xs is not hit by O’. This concludes the proof of the claim. ]

Recall that a triangle is local if it has no strong arcs.
LEMMA 6.6. Ifxyz is a local triangle with x € O N Y;, then O’ hits xyz.

ProoF. Suppose, for a contradiction, that O’ does not hit xyz. By Lemma 6.3, xyz has a span
at most 6k + 8. Note that x € Y; C Y/, while Y/ is obtained from Y; by excluding 6k + 9k smallest
and 6k + 9k largest vertices; thus, ({x, y,z} N X) U ¢({x,y,z} N S) is a subset of Y;. In other words,
X,Yy,z € S; U Y;. At least one of y, z belongs to S (otherwise, xyz is transitive); thus, at least one of
y, z belongs to S;. We consider two cases.

Case 1: y € S;. If [ON ?il > 6Vk, then S; =S; € O’; thus, y € O, a contradiction. We conclude
that [O N ?,—I < sVk. Ifye 3‘;—, then y € O’, a contradiction again. Hence, y € S; \§,—. Let x € Y; j,
then a; ; € A;. Recall that N, (Zi) c S;; thus, ya; j ¢ E(H;). Therefore, by definition of E(H;), we
have that x'y € E(T) for every x’ € Y; ;, since xy € E(T).

If z ¢ O, then there is x” € Y; ; such that x'z € E(T). (4)
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To prove Equation (4), assume that z ¢ O and zx’ € E(T) for every x’ € Y; ;. This implies that

x'yz is a triangle for every x’ € Y; ;. Since O’ does not hit xyz, we have that y ¢ O’; thus, y ¢ O

(since O N'S € O’ N S). However, O is a solution to (T, k + 1), while y, z ¢ O; thus, x” € O for every

x" €Y, thatis, ¥;; € O. Since Y; ; C Y,, we have that |O N YI > 1Yl = 5Vk, a contradiction to

the observation that |0 N Y;| < 5Vk (made at the beginning of Case 1), which proves Equation (4).
Note that z € S; U Y;. We now consider all possibilities of z.

e Ifz e S,, then clearly z € O’ since S C O’, a contradiction.

e Ifz € S;\ S;, then recall that Ng, (A ) C S;; thus, a; iz & E(H;). Hence, by definition of E(H;),
we have that zx” € E(T) for every x’ € Y; ; (since zx € E(T)). If z € O, then z € O’ (since
0ONS c O’ 'NS), acontradiction. Then z ¢ O, which contradicts Equation (4). We conclude
that z ¢ S;, ithat is, z € Y;.

e Ifz€Y; and z ¢ O, since yz € E(T) while x'y € E(T) for every x” € Y; ;, we have that z ¢
Y; j. Since zx € E(T), we have that z < x; thus, z < x” for every x” € Y; ;. In other words,
zx’ € E(T) for every x’ € Y; j, a contradiction to Equation (4).

e Otherwise,z € Y; and z € O. Then z € Y since z g0 . LetzeY,, thena; ;€ A. Observe
that j # j’ since x'y € E(T) for every x’ € Y; ; while zy ¢ E(T). Since y € S\ S, and recall
that N, (A ) C Sl, we have that ya;i ¢ E(H;); thus, yz' € E(T) for every z' €Y, j (since
yz € E(T)). If there are x” € Y; j,z’ € Y; j» such that x”,z’ ¢ O, then xyz’ is not hit by O, a
contradiction. Then either Y; ; € O or Y; € O; thus,

0N Yil 2100 (Yi; U Yip)l 2 min(|Yi ;1. 1Y; 1) = 5Vk,
a contradiction to the observation |0 N Y;| < 5Vk at the beginning of Case 1.

We conclude that, in all cases, O always hits xyz.

Case 2: z € S;. The argument is similar as for Case 1. O
Using Lemmas 6.3 to 6.6, we derive the following result.
LEMMA 6.7. O’ is a solution to (T, k + 1).

Proor. Suppose that O’ is not a solution to (T, k + 1). Then there is a triangle xyz that is not
hit by O’. Note that O is a solution to (T,k +1),and O\ O’ C O N ?; thus, at least one vertex of
xyz belongs to O N Y: say, x. Let x € Y;, that is, x € O N Y;. If one of the arcs of xyz belongs to F,
then O’ hits xyz, by Lemma 6.5, which is a contradiction. Thus, xyz is local, and O’ hits xyz, by
Lemma 6.6, which again contradicts our assumption. O

From Lemmas 6.4 to 6.7, we now conclude that if O is a solution to (T,k + 1) and O N Y 0,
then there is another solution O” to (T, k + 1) with |O’| < |O| — 1. Therefore, we have the following
reduction rule to remove an irrelevant vertex.

REDUCTION RULE 6.2. Let x be an arbitrary vertex in Y. Remove x from T. The new instance is
(T — {x}, k).

LEMMA 6.8. Reduction Rule 6.2 is safe.

PRrOOF. In one direction, it is clear that if S* is a solution to (T, k), then S* is a solution to
(T \ {x},k). For the other direction, let S* be a solution to (T \ {x},k). Then O = S* U {x} is a
solution to (T,k + 1). Since x € O N Y, we have that O Y # 0; thus, there is a solution O’ to
(T,k+1) with |0’| £ |0 =1 = (|S*| + 1) — 1 < k. Therefore, O’ is a solution to (T, k). O
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6.4 Proof of Theorem 3
We are finally ready to present the proof of Theorem 3.

Proor oF THEOREM 3. Let (T, k) be an instance of FVST. Our kernelization algorithm simply
applies (exhaustively) Reduction Rules 6.1 and 6.2. The output is the instance obtained once none
of these rules is applicable. Let us observe that each of Reduction Rules 6.1 and 6.2 can be applied in
polynomial time; it strictly decreases the size of G and does not increase k. Thus, our kernelization
algorithm runs in polynomial time.

For the sake of clarity, let us now abuse notation and denote the outputted instance by (T, k).
Let us observe that V(T') consists of the following vertices.

e Vertices in S, whose number is at most 3k.
e Vertices of X, whose number is at most pfVk = O(k*/?) since p < (2 + p)Vk.

Thus, the total number of vertices is, indeed, O (k*/2). This completes the proof. ]

7 TRIANGLE PACKING IN TOURNAMENTS

In this section, we prove the following theorem.
THEOREM 4. TPT admits a kernel with O (k%/?) vertices.

Let (T, k) be an instance of TPT. There is a simple polynomial-time 1-approximation algorithm
for TPT: greedily find a maximal collection—say, S—of vertex-disjoint triangles in T and output
S. If there is a collection 8* of vertex-disjoint triangles in T with |S*| > 3|S|, then there is a
triangle in 8* not hit by V(8), contradicting the assumption that S is maximal. If |S| < % then
we conclude that (T, k) is a No-instance. If |S| > k, then we conclude that (T, k) is a Yes-instance.
Hence, we assume that% <|S| <k-1.LetS =V(S), then|S| < 3k — 3. By maximality of S, T — S
does not have any directed triangle; thus, by Proposition 6.1, T — S does not have any directed cycle.
Hence, S is a feedback vertex set of T. Let X = T — S. Note that since S is a feedback vertex set, X
is a transitive tournament.

Let (T, h) be an instance of TPT. We refer to a collection of at least h vertex-disjoint triangles of
T as a solution to the instance (T, h). First, we have the following reduction rule.

ReDpucTION RULE 7.1. Ifthere existss € S such that there are 3k — 2 triangles pairwise intersecting
only at s, then remove s from T. The new instance is (T \ {s},k — 1).

PROOF OF SAFENESS OF RULE 7.1 In one direction, if S* is a solution to (T, k), by removing
the triangle (if any) containing s, we obtain a solution to (T \ {s},k — 1). In the other direction,
suppose that S* is a solution to (T \ {s},k — 1). If |[S*| > k, then S* is a solution to (T, k). Hence,
|S*| = k — 1. If there is a triangle—say, sxy—that is not hit by V(S8™*), then S* U {sxy} is a solution
to (T, k). Otherwise, V(S*) hits all 3k — 2 triangles pairwise intersecting only at s; thus, |V(S*)| >
3k — 2, which contradicts |S*| = k — 1. O

We apply Reduction Rule 7.1 exhaustively. By the same argument as for Reduction Rule 6.1,
for any vertex s € S, we can check whether there exist 3k triangles intersecting pairwise only at
s in polynomial time. Thus, from now onwards, we assume that Reduction Rule 7.1 is no longer
applicable.

In this section, we reuse the notation used in Section 6. Throughout this section, we work with
the unique ordering < of vertices of X and use terms such as consecutive vertices in X, smallest
or largest vertex in X.
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7.1 Exploring the Vertex Cover Structure

Recall the notion of vertex cover for a set of arcs of T. Formally, for a subset of arcs A C E(T), a
subset O C V(T) is called a vertex cover for A if for every arc uv € A, either u € O or v € O (or
both). However, the definition of strong arc is slightly different from that in Section 6. An arc xy
of T is called strong if (i) at least one vertex among x and y belongs to S and (ii) there are at least
3k vertices z € V(T) such that xyz is a triangle. Let F be the set of all the strong arcs of T, which
can be easily found in polynomial time.

Recall that throughout our kernelization algorithm, we work with the unique topological order-
ing < of X. Accordingly, we have that if xx’ is an arc in E(X), then x < x’. Furthermore, we need
the following notion of distance.

Definition 7.1. Let x,x" € X be two vertices such that x < x’, and let d — 1 be the number of
vertices y such that x < y < x’. Then, the distance between x and x’ is d. Accordingly, x" — x := d
and x — x’ 1= —d.

In addition, we need the following definition, which concerns the relations between the vertices
in S and the vertices in X.

Definition 7.2. For s € S and x € V(X), define f; (x) =l{y € V(X) :y < x, sy € E(T)}|, and
ffx)=HyeV(X):y > x, ys € E(T)}|.

Similarly to Lemma 6.1, we can prove the following.
LEMMA 7.1. Foreverys € S, there is x € X such that 0 < f7(x) — f(x) < 1.
As in Section 6, we have the following notation.

Definition 7.3. For any s € S, define ¢(s) as the smallest vertex x5 € V(X) satisfying the inequal-
ities in Lemma 7.1.

We now show that given Reduction Rule 7.1, neither f; (¢(s)) nor f;"(¢(s)) can be too “large.”
Indeed, if there existed s € S such that f (¢(s)) > 3k — 1, then ;" (¢(s)) > 3k — 2, and we could
have formed 3k — 2 triangles, each consisting of s, a vertex from {x € V(X) : x < ¢(s), sx € E(T)},
and a vertex from {y € V(X) : y > ¢(s), ys € E(T)}. In this case, Reduction Rule 7.1 would be ap-
plicable. However, as we assumed that Reduction Rule 7.1 is no longer applicable, we have that
foralls € S, f; (¢(s)), £ (p(s)) < 3k — 2. By using this assumption, we have useful certificates for
strong arcs similar to the ones in Lemma 6.2.

LEmMMA 7.2. Letx € X, and s, s’ € S. The following statements are true.

(1) Ifsx € E(T) and ¢(s) — x > 6k — 2, then sx is strong.
(2) Ifxs € E(T) and x — ¢(s) > 6k — 2, then xs is strong.
(3) Ifs's € E(T) and ¢(s") — ¢(s) > 9k — 4, then ss’ is strong.

To proceed, as before, we also need to introduce two terms concerning triangles.

Definition 7.4. Let x1x,x3 be a triangle of T, and A = {xy, x2, x3}. The span of x1x,x3 is the maxi-
mum distance between any two vertices in (A \ S) U (A N S). Moreover, the triangle is called local
if none of its arcs belongs to F.

In the following lemma, we will show that a local triangle is indeed local in the sense that it
must have a “short” span. The proof of the following is identical to the one for Lemma 6.3.

LEMMA 7.3. Let x1x2x3 be a local triangle with at least one vertex from X. Then, its span is at most
18k — 8.
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7.2 Applying the New Expansion Lemma
In what follows, we denote @ = 3, f = 845,y =32,y = 9,4 =25,8 = 11,and £ = 3 so that f — 36 —
3¢ > Ay (used in Observation 7.8), (1 — 2)¢ > 4 (used in the proof of Observation 7.10), (§ — 9)¢ > 4
(used in the proof of Lemma 7.6), €2 > 4 (used in Lemma 7.7), and (A — MT” —a)(y —26) - 2au —
ta > 0 (used in the proof of Lemma 7.5).

Next, we give the definition of intervals.

Definition 7.5. A set Y C V(X) is an interval if it contains all the vertices in X that lie between
the largest and smallest elements in Y (with respect to the ordering < induced by X).” We refer to
|Y| as the length of Y.

We partition V(X) into disjoint intervals, each of length fk. That is, we follow the vertices of
V(X) from left to right in the ordering <, and partition them into disjoint intervals X3, . .., X}, such
that each X;, 1 < i < p, is of length fk. Let S; := {s € S : ¢(s) € X;}.

Definition 7.6. Let X; be an interval such that |S;| > aVk; then we call X; bad of Type 1.

Clearly, there are less than %\/E bad intervals of Type 1, since |S| < 3k.

OBSERVATION 7.1. There are at most %E bad intervals of Type 1 among X1, ..., X,.

For each i, we call a 3-approximation algorithm to TPT on the tournament T[X; U S;]. If the 3-
approximation algorithm returns a solution of size at least Vk, we call X; bad of Type 2. There are at
most Vk bad intervals of Type 2; otherwise, the (obviously vertex-disjoint) union of 3-approximate
solutions of all of these bad intervals has size at least k, and we conclude immediately that (T, k)
is a Yes-instance.

OBSERVATION 7.2. There are at most Vk bad intervals of Type 2 among X, ..., X,.

Observations 7.1 and 7.2 imply that there are at least (p — 1) — %\/E — Vk non-bad intervals -
we do not call them good yet, since we will introduce another type of bad interval. For every non-
bad interval X;, let Y* be the sub-interval of X; excluding the 18k smallest vertices and the 18k
largest vertices. Then every Y* has length (f — 36)k. Recall that a triangle is local if it has no arcs
in common with F. We give here two observations for later use.

OBSERVATION 7.3. Ifxyz is a local triangle with x € Y} for some i, then x,y,z € X; U S;.

ProoF. By Lemma 7.3, xyz has a span at most 18k — 8. Note that x € Y*, while Y* is ob-

1

tained from X; by excluding the 18k smallest and the 18k largest vertices; thus, ({x,y,z} N X) U
o({x,y,z} N S) is a subset of X;. In other words, x,y,z € S; U X;. |

OBSERVATION 7.4. IfX; is a non-bad interval, then every collection of vertex-disjoint local triangles
contains less than 6Vk vertices in Yr

Proor. Suppose for a contradiction that there is a collection O of local triangles with at least
6Vk vertices of Y. Since each local triangle contains at most two vertices of Y* (Y}* is transitive),
the collection has at least 3Vk local triangles. Let us consider a local triangle xyz with x € Y*. By

Observation 7.3, x,y,z € S; U X;. Hence, O contains at least 3Vk triangles in X; U S;. This implies
that a 3-approximation algorithm for TPT when run on T[X; U S;] returns a solution of size at
least Vk. Therefore, X; is bad of Type 2, a contradiction. m]

That is, the elements of Y are consecutive with respect to <.
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We remark that Observation 7.4 is very strong since it allows us to upper bound the number of
vertex-disjoint triangles intersecting a specific interval.

We now apply the New Expansion Lemma for the first time to introduce the bad intervals of
Type 3; later, we will apply the New Expansion Lemma for the second time to detect a relevant
vertex. Let Y* be the union of all Y* such that the corresponding X; is non-bad. Let us consider the
(undirected) bipartite graph G with vertex bipartition (S, Y*), where E(G) consists of edges corre-
sponding to those arcs in F that have one endpoint in S and another endpoint in Y*. By applying
the New Expansion Lemma (Lemma 3.2) on G, we obtain Y* and S, satisfying the following.

OBSERVATION 7.5. S has an {’\/E-expansion toY* inG, NG(?i*) C Sand|Y*\Y*| < ¢VK|S).
We can now define the third type of bad intervals.

Definition 7.7. For every i, if [Y\ ?*I > 3(k, then X is called bad of Type 3.

Then there are at most Vk bad intervals of Type 3 since |Y* \ ?*I < ¢VK|S| < 3¢K372.
OBSERVATION 7.6. There are at most Vk bad intervals of Type 3 among Xy, . . .  Xp-

Finally, we are ready to define the notion of good interval.

Definition 7.8. Let X; be an interval such that it is not bad of Types 1, 2 or 3; then it is called
good.

Observations 7.1, 7.2, and 7.6 imply that there are at least p — —%\/E — vk — Vk good intervals.
We then have the following observation.

OBSERVATION 7.7. Ifp > (2 + 3)Vk then there are at least Vk good intervals.

For every good X;, let Y; = Y N Y*. Then |Y;| > Y] =Y\ Y*| > (B —36 —30)k. Since f§ —
36 — 3¢ > Ay, we have the following observation.

OBSERVATION 7.8. |Y;| > Ayk for every good X;.

Given x, x” € Y; with x < x’, we say that x and x” are consecutive in Y; if there is no y € Y; such
that x < y < x’. Note that Y; is not a sub-interval of X;; thus, two consecutive vertices in Y; are
not necessarily consecutive in X;. To avoid confusion, we do not introduce the distance notion
between two vertices in Y;; however, the order < in Y; is the restriction of < on X. The following
observation is immediate from Observation 7.4.

OBSERVATION 7.9. IfX; is good, then every collection of vertex-disjoint local triangles contains less
than 6Vk vertices in Y;.

For a vertex s € S;, ¢(s) can be thought as a “balanced projection” of s on X. However, ¢(s) may
not be a balanced projection of s on Y;. Thus, we wish to find a balanced projection of s on Y;. To
do so, we repeat what we did before to find ¢(s) as follows. For every s € S;,let Rj(x) = {y € ¥; :
y<x,sy€E(T)} and R} (x) ={y € Y; : y > x,ys € E(T)}. Note that R (x) and R (x) count arcs
only between s and ;.

LEMMA 7.4. Foreverys € S;, there is x € Y; such that 0 < |R (x)| — |Rf (x)| < 1.

The proof of Lemma 7.4 is similar to that of Lemma 6.1, noting that |R; (x)| — |[R} (x")| =
IR; (x)| — |RY (x)| + 1 for every x < x” consecutive in Y;.

Definition 7.9. For any s € S;, define 6(s) to be the smallest vertex in Y; satisfying the inequalities
in Lemma 7.4.
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We denote R} = R (0(s)), Ry = R; (0(s)) for short. We could not upper bound |R;| and |R}| as
we did for ¢(s); thus, we overcome this by introducing the notions of heavy and light.

Definition 7.10. Given s € S;, if |[R;| > ,u\/E + 1, then we call s heavy; otherwise, we call s light.
Thus, if s is light, [R;|, |RY| < pVk. Let
R= | ) (RUR).
{s€S;|s is light}
Then |R;| < Z,U\/E|Si| < 2apuk since |S;| < avk.
Recall from Observation 7.8 that |Y;| > Ay. We partition Y; into subsets Y 1,.. ., l. AWE where

Yl > y\/E for every j < Mk, and x < x’ for every x € Y; j,x" € Y; y» with j < j (it is useful to
think that Y; ; is a “sub-interval” of Y;; however, we would like to av01d that term since Y; itself is
not an interval).

Definition 7.11. A set Y; j is called fitif |Y; ; N R;| < 3vVk and 0(Si))NY;;=0.

Since |R;| < 2apk, there are at most MT”\/E sets Y; ; such that |Y; ; N R;| > 3vVk. Since |S;] <
aVk, there are at most aVk intervals Y; _j such that Y; ; contains 6(s) for some s € S;. Thus, there
are at least (A — 2“” a)\/E fit subset Y; ; of every Y;. For each fit Y; ;, let Y”, Y+ be the 6Vk
smallest vertices and 5Vk largest vertices in Y; j, respectively, and Y/ ; > Y; ; \ (Y;; U Ylf’rj). Then

Y/, = (y — 28)Vk. Let

Aiz( U Yi(j)\Ri and A= U A;.
( )

J1Yi j is fit {i|X; is good}
Then
2 2
1A > (/1 - % - a) Vi(y - 28)10Vk — [Ri| > ((A - % - a) (y —26) - zay) k.
and, by Observation 7.7, we have that |A| > Vi((A - 20:;1 —a)(y — 26) — 2ap)k.

Now, we apply the New Expansion Lemma (Lemma 3 2) the second time, this time on G[A U S]
to get Aand § such that § has an £Vk- expansion into AinG[AUS], N (A) c S and A\ Al <

eVkIS).

LemMA 7.5. S has an (\k-expansion into A in G, Ng(A) C S and A is nonempty.

AUS

PrOOF. Since G[A U §] is an induced subgraph of G, then clearly $ has an £Vk-expansion into A
in G. By Observation 7.5, Ng(Y*) C S; thus, there is no edge between Y* and S \ S in G. Therefore,
there is no edge between A and S\ S in G since A C Y*. Since N (A) C S, there is no edge

'GLAUS] ¢
between A and S \SinG[AU S] Thus, there is no edge between Aand S \ § in G. In other words,
Ng(A) ¢ §.
Observe that [A\A| < ¢VK|S| < ¢Vk|S| < tak®?. Hence, A > |Al—|A\A|> ((A- MT” -
a)(y — 28) — 2ap)k3/% — tak®? > 0. This proves the lemma. O

7.3 Using Expansion to Detect an Irrelevant Vertex

Recall that a triangle is local if it contains no strong arc, that is, it has no arcs in common with F.
In the next lemma, we will show that given a mixed collection of local triangles and strong arcs,
it is possible to exclude a particular vertex of A from the collection.
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LEMMA 7.6. Let x € A and assume that there is a vertex-disjoint collection O of local triangles and
strong arcs such that |O| = k and x belongs to a local triangle of O. Then there is a vertex-disjoint
collection O’ of local triangles and strong arcs such that |O’| = k and x does not belong to any local
triangle or strong arc of O.

Proor. Let O be the vertex set of O; then |O| < 3k. Assume that the statement of the lemma was
false and let xyz € O and x € Y; ;. By Observation 7.3, we have that y,z € X; U S; since Y;; C Yl.*.
Thus, either y € S; or z € S;; otherwise, xyz is transitive. We first prove the following observation.

OBSERVATION 7.10. Neithery nor z is heavy.

Proor. Suppose that y is heavy. If there are v € R, v” € Ry such that v,v” ¢ O, then O’ :=
(O \ {xyz}) U {yovv’} is a desired collection, a contradiction. Thus, we conclude that either R, CO
orR; €O.

If R; C O, we will show that we can exchange some strong arc of O with some strong arc outside
to “free” one vertex of R;’ from O. Since R; C Y;, by Observation 7.9, at most 6Vk vertices in R;
belong to a local triangle in O. Recall that IR;;I > yVk by the definition of heaviness. Thus, at least
(1 — 6)Vk vertices belong to some strong arcs of O; we call that set Z. Then O contains a matching
of strong arcs from Z into S (since a strong arc must contain at least one vertex in S). Let W be
the set of vertices of S in that matching; then |[W| = |Z| > (u - 2)Vk. Note that Z C Y* since R; C
Y; c Y™ By Observation 7.5, we have that NG(?*) C S; thus, W € Ng (Z) c S. By Observation
7.5 again, we have that |[Ng(W)| > NkIW| > (1 —2)Ck > 4k = |O| + k. We choose an arbitrary
u € Ng(W) (among at least k candidates) such that u ¢ O; let w € W be a neighbor of u in G (such
w always exists since u € Ng(W)). Suppose that wo € O; thenv € Z C R;. Then remove wo from
O and add wu to O. We still call the new collection O. In doing so, we free v € Ry from O.

If R, C O, by repeating the above argument, we can free some v’ € R from O. Note that since
we have k candidates to choose to exchange strong arcs, we can avoid “recapturing” v into O.
Then O’ := (O \ {xyz}) U {yvv’} is a desired collection, a contradiction. Similarly, we can show
that z is not heavy. O

We have 3 cases:

Case 1: y € S; and z € X;. Then y is light by Observation 7.10, and since x € A C A while AN
R; = 0, we have that x ¢ R;; thus, x ¢ R; U R;. Combining with xy € E(T), we have thatf(y) > x.
Recall that Y;' ;s the set of 5Vk largest vertices of Y; j; hence, u < v for every u € Yl.” »UE Ylf"j.
Since x € Y/ ;, we have x < v for every v € Y:j. Note that 6(y) > x, and 0(y) ¢ Y; j since Y; ; is fit.
Thus, 0(y) > v for every v € Y7;. Since R;; UR, C R;, we have vy € E(T) for every v € Y, \ R;.
In addition, IY:j N R;| < 3Vk since Y; j is fit; thus, IY:]. \ R;| > IY;’].I - IY:j NR;| > (6 —3)Vk.

Note that z € X; and zx € E(T); thus, z < x < v for every v € Yl.j“j. If there is v € Y:j \ R; such
that v ¢ O, then O’ := (O \ {xyz}) U {vyz} is a desired collection, a contradiction. Thus, we con-
clude that there is no such v. In other words, Y: ; \ R; € O. Since Y:j C Y;, by Observation 7.9,
at most 6Vk vertices in Y’ 7\ Ri belong to local triangles in O, while we showed above that
|Yl.j’j \ R;| > (8 — 3)Vk. Thus, at least (§ — 3 — 6)Vk = (6 — 9)Vk vertices of Y:j \ R; belong to some
strong arcs of O. Then, by the same arguments as in the proof of Observation 7.10, combined with
the assumption that (6 — 9)¢ > 4, we can exchange strong arcs of O to free some v € Y:j \ R; from
0. Then O’ := (O \ {xyz}) U {vyz} is a desired collection, a contradiction.

Case 2: y € X; and z € S;. This case is similar to Case 1, but we will consider Yl._j (instead of Y;’j)
to employ the fact that v < x for every v € Yi

ACM Transactions on Algorithms, Vol. 15, No. 1, Article 13. Publication date: January 2019.

RIGHTSE LI MN iy



13:42 F. V. Fomin et al.

Case 3:y,z € S;. Then by a similar argument as in Case 1, both y, z are light and 0(z) < x < 0(y).
Then we have 0(z) < v < 6(y) for every v € Y:j since 6(y), 0(z) ¢ Y; ;. Note that zv, vy € E(T)
for every v € Y;'J. \ R;; we then repeat the argument in Case 1 to reach the contradiction. This
concludes the proof.

We can now strengthen Lemma 7.6 by omitting the assumption that x belongs to a local triangle

of O.

LEMMA 7.7. Letx € A and suppose that there is a vertex-disjoint collection O of local triangles and
strong arcs with |O| = k. Then there is a vertex-disjoint collection O’ of local triangles and strong arcs
such that |O’| = k and x does not belong to any triangle or strong arc of O.

Proor. Let O be the vertex set of O, then |O| < 3k and x € O (otherwise, the lemma is obvious).
If x belongs to a local triangle of O, then we apply Lemma 7.6. Otherwise, x belongs to a strong
arc of O, say, xy (note that in this proof, we do not consider the orientation of a strong arc, i.e.,
when we say uv is a strong arc, we mean either uv or vu is a strong arc).

By Lemma 7.5, Ng(A) C $; thus, y € Ng(x) € $, and |Ng(y) N A] > ¢Vk|{y}| = (k. Let Z =
Ng(y) N A.If there is v € Z such that v ¢ O, then O’ := (O \ {xy}) U {vy} is a desired collection.
Thus, we conclude that Z C O.

Suppose that there is v € Z such that v belongs to a local triangle of O. Since v € A, we apply
Lemma 7.6 to v and obtain a collection O” such that |O”’| = k and v does not belong to any triangle
or strong arc of O”. Note also that according to the proof of Lemma 7.6, 0" is obtained from O
by exchanging some strong arcs and a local triangle. If x is freed by these exchanges, then O” is a
desired collection. Note that it is impossible that x is freed and then recaptured to O’ in a strong
arc since we can always have k candidates of strong arcs; thus, we can avoid recapturing x. x is
freed and then recaptured to O’ in a local triangle; then we just apply Lemma 7.6 again to x to
find a desired collection. Thus, we concluded that x is “untouched” during the swapping procedure
above, that is, xy € O”. Then O’ := (O \ {xy}) U {vy} is a desired collection.

We conclude that every element of Z belongs to some strong arc of O. Then O contains
a matching of strong arcs from Z to S. Let W be the set of vertices of S in that matching;
then |W| = |Z| > ¢Vk. Note that Z C A. By Lemma 7.5, we have that NG(Z) C §; thus, W C S.
By Lemma 7.5 again, we have that |[Ng(W)| > NkIW| > eVk x ¢k = 2k > 4k = |O| + 4. Thus,
there is u € Ng(W) such that u ¢ O. Let w € W be a neighbor of u in G (such w always exists since
u € Ng(W)). Let wo € O. Then O’ := (O \ {xy, wo}) U {vy, wu} is a desired collection. |

Finally, we are ready to state the reduction rule that removes an irrelevant vertex.

ReEDUCTION RULE 7.2. Let x be an arbitrary vertex in A. Remove x from T. The new instance is

(T \ {x}, k).
LEmMMA 7.8. Reduction Rule 7.2 is safe.

Proor. Itisobviousthatif (T \ {x}, k) is a Yes-instance, then (T, k) is a Yes-instance. Conversely,
suppose that (T, k) is a Yes-instance with some solution O*, while (T \ {x}, k) is a No-instance.
Then |O*| = k.Let O be the collection of local triangles and strong arcs obtained from O as follows.
For every uvw € O*, if uvw is local, then uvw € O; otherwise, uvw must contain some strong
arcs, then choose an arbitrary strong arc of uvw to be in O. Then |O| = k. Applying Lemma 7.7,
we obtain a collection O’ such that x does not belong to any local triangle and strong arc of O".

We now construct a solution to (T \ {x}, k) by repeating the following argument sequentially.
Pick an arbitrary strong arc of O’—say, yz. We choose a vertex w such that yzw is a triangle, w # x,
and w does not belong to any element of O’ and set O’ := (O’ \ {yz}) U {yzw}. It is clear that we
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can always proceed with the exchange since the vertex set O” \ {yz} has at most 3k — 3 vertices,
while there are 3k possible choices for w since yz is strong. Thus, we can always find the desired
w. At the end of the process O’ is a solution to (T \ {x}, k). This concludes the proof. O

7.4 Proof of Theorem 4
We are finally ready to present the proof of Theorem 3.

Proor oF THEOREM 3. Let (T, k) be an instance of TPT. Our kernelization algorithm simply
applies (exhaustively) Reduction Rules 7.1 and 7.2. The output is the instance obtained once none
of these rules is applicable. Let us observe that each of Reduction Rules 7.1 and 7.2 can be ap-
plied in polynomial time; it strictly decreases the size of G and it does not increase k. Thus, our
kernelization algorithm runs in polynomial time.

For the sake of clarity, let us now abuse notation and denote the output instance by (T, k). Let
us observe that V(T) consists of the following vertices.

e Vertices in S, whose number is at most 3k.
e Vertices of X, whose number is at most pﬁ\/z = O(k®?) since p < (% +3)Vk.

Thus, the total number of vertices is, indeed, O(k3/ 2). This completes the proof. O

8 CONCLUSION

In this article, we designed the first subquadratic vertex kernels for FVST, CVD, TPT, and INDUCED
P;-PackING. All of our kernels were based on the classical Expansion Lemma and the two new
versions we proved in this article. We believe that our approach of designing kernels will be fruitful
for similar implicit packing and covering problems. A most natural open question is whether these
problems admit a kernel with O(k) vertices. Another interesting avenue is to find other problems
for which the methods developed in this article can be applied.
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