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fixed-parameter tractable for the binary case ¥ = {0, 1}. We extend this algorithmic result
to a popular capacitated clustering model, where in addition the sizes of the clusters are

IC(Z{:;%TS;H clustering lower and upper bounded by integer parameters p and g, respectively. Our main theorem
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1. Introduction

While many problems in machine learning concern numerical data, there is a large class of problems about learning
from categorical data. The term categorical data refers to the type of data whose values are discrete and belong to a specific
finite set of categories. It could be text, some numeric values, or even unstructured data like images. The most popular
clustering objectives for numerical data are k-means and k-median, which are based on distances in the ¢; and £;-norm.
For categorical data, other metrics, like Hamming distance, could be much more useful.

We study the parameterized complexity of clustering problems with constraints on the sizes of the clusters. The need for
clustering with constraints comes from various applications. The survey of Banerjee and Ghosh [5] contains various examples
of clustering with balancing constraints in Direct Marketing [39], Category Management [33], Clustering of Documents [3,28],
and Energy Aware Sensor Networks [22,23] among others. However, introducing constraints on the sizes of clusters usually
makes clustering tasks much more computationally challenging.

In this paper, we focus on categorical data clustering, where data features admit a fixed number of possible values. We
work with vectors from ™, where ¥ is a finite alphabet. The most commonly used similarity measure for categorical data
is the Hamming distance. For two vectors a,b € ™ or, equivalently, for two strings of length m over %, we use dy(a,b), to

denote the Hamming distance between a and b, that is, the number of indices i € {1, ..., m} where the i-th elements of a
and b differ. The task of the vanilla CATEGORICAL CLUSTERING problem is, given an m x n matrix A with columns (ay,...,ap)
over a finite alphabet X, a positive integer k, and a nonnegative integer B, decide whether there is a partition {Iy, ..., Ix}
of {1,...,n} and vectors ¢, ..., ¢, € ¥™ such that
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k

> du(ei.ap <B.

i=1 jel,-

The sets Iy, ..., Iy are called clusters and the vectors cy, ..., ¢, are medians (or centers).! We consider the generalization of
the problem, where the size of each cluster should be within a given interval:

CAPACITATED CLUSTERING

Input: An m x n matrix A with columns (ai,...,a,) over a finite alphabet ¥, a positive integer k, a
nonnegative integer B, and positive integers p and q such that p <gq.

Task: Decide whether there is a partition {I1,..., I} of {1,...,n}, where p < |I;| < g, and vectors
Ci,...,C € ™ such that

k
ZZdH(ci,aj) <B.

i=1 jel;

Parameterized algorithms for the vanilla variant of CAPACITATED CLUSTERING (without constraints on the sizes of clusters)
were given by Fomin, Golovach, and Panolan in [19]. One of the main results of their paper is the theorem providing an
algorithm of running time 2€(10¢B) . (nm)©M for vanilla clustering over the binary field. In other words, the problem is
fixed-parameter tractable (FPT) parameterized by B. The main question that we address in this paper is whether clustering
constraints impact the problem’s parameterized complexity.

Our results Our main result is that CAPACITATED CLUSTERING is fixed-parameter tractable when parameterized by the budget
B and the alphabet size. More precisely, we show the following:

Theorem 1. CAPACITATED CLUSTERING can be solved in 29 B198B)| 5B . (mn)OD time.

Fomin, Golovach, and Panolan [19, Theorem 1] proved that CATEGORICAL CLUSTERING for binary matrices is FPT when
parameterized by the budget B. Theorem 1 generalizes this result. Interestingly, for approximation algorithms, introducing
clustering constraints makes the problem much more computationally challenging. However, from the parameterized com-
plexity perspective, adding constraints on the sizes of clusters does not change the complexity of the problem. We note
that Theorem 1 is tight in the sense that it is unlikely that the dependence on the alphabet size could be made poly-
nomial because the results of Fomin, Golovach, and Simonov [20] imply that CAPACITATED CLUSTERING is W[1]-hard when
parameterized by B and m.

We also observe that CAPACITATED CLUSTERING is NP-complete even for binary matrices, k=2 and p=q = % Theo-
rem 1 can be used to establish fixed-parameter tractability of several other variants of constrained clustering discussed
in the literature. In some applications, it is natural to require that the sizes of clusters be approximately equal, see e.g.
[37]. We consider variants of CATEGORICAL CLUSTERING, where the input contains additional parameters besides a matrix
A= (ay,...,a,) and integers k and B, and the task is to find clusters Iy, ..., I; and medians cq,...,¢ € £™ such that

i-‘:] Zjeli dy(ci,aj) < B and the sizes of the clusters satisfy special balance properties.

o In BALANCED CLUSTERING, we are additionally given a nonnegative integer § and it should hold that ||I;| —|I|] < § for all
i,je{l,...,k}, that is, the sizes of clusters can differ by at most §.
o In FACTOR-BALANCED CLUSTERING, we are given a real & > 1 and it is required that |I;| < «/|l;| for all i, j € {1,...,k}, that

is, the ratio of the sizes of the clusters is upper bounded by «.

By making use of Theorem 1, we prove that BALANCED CLUSTERING and FACTOR-BALANCED CLUSTERING are solvable in time
ZO(BIOgB)|E|B . (mn)o(l).

Finally, we discuss kernelization for these problems. In particular, we show that BALANCED CLUSTERING admits a polyno-
mial kernel under the combined parameterization by k, B, and §. We also observe that neither of the considered problems
has a polynomial kernel when parameterized by B only, unless coNP C NP /poly, even for the binary case.

High-level overview of the proof of Theorem 1 The algorithm for the vanilla problem of Fomin et al. [19], as well as the algo-
rithm of Fomin, Golovach and Simonov for clustering in £p-norm [20], uses the result of Marx [30] about the enumeration
of subhypergraphs with certain properties of a given hypergraph of a special type. Basically, these algorithms can be seen
as an intricate reduction of a clustering instance to a hypergraph of a special type and then calling the result of Marx as a

1 Some authors call 1, ..., ¢, means in the case of Hamming distances.
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black box. In the context of the categorical clustering problems, a similar reduction implies that all potential medians can
be listed in 20B1088) |58 . mn)©@M time (see Lemma 4).

However, this strategy does not work to prove Theorem 1. Here the difficulties are due to the constraints on the sizes
of clusters. The algorithm for CATEGORICAL CLUSTERING in [19] uses an observation that identical columns a; and a; of A can
be clustered together. That is, i, j € I for a cluster I; of an optimal solution. Hence, a solution can be seen as a partition
of the family of initial clusters, i.e., inclusion maximal sets of indices | C {1,...,n} such that the columns a; for i € J are
the same. Since the number of initial clusters that are part of composite clusters of a solution, that is, clusters including at
least two initial clusters, is at most 2B in any yes-instance, the color coding technique of Alon, Yuster, and Zwick [2] allows
to highlight initial clusters that may be included in a single composite cluster of a solution. This way, the initial problem
is reduced to selecting a single composite cluster of the minimum cost that contains a given number of initial clusters. To
solve this problem, the result of Marx [30] about the enumeration of subhypergraphs becomes handy.

This scheme does not work for CAPACITATED CLUSTERING because splitting of an initial cluster between clusters of a
solution may be inevitable due to size constraints. This makes it impossible to select composite clusters independently from
each other and destroys the approach used in [19,20].

The main insight that allows overcoming the above issues is the very specific structure of possible splitting of initial
clusters (Lemma 3). For a clustering Z ={I4, ..., I¢} and the partition 7 of the column indices into initial clusters, we look
at the structure of the intersection graph G(Z, J) defined by the partitions Z and 7 of {1, ..., n}. The crucial fact we prove
here is that there is an optimal solution such that this intersection graph is a forest. It can be seen that G(Z, 7) has at most
3B vertices in connected components with at least three vertices for such a solution. This allows us to guess the structure
of G(Z, J), that is, guess a forest F isomorphic to G(Z, 7), by using brute force. Then for a given F, we find a solution Z
with G(Z, J) isomorphic to F by combining dynamic programming with color coding and enumeration of subhypergraphs
of Marx.

Related work Clustering is one of the most common procedures in unsupervised machine learning. CAPACITATED CLUSTERING
is the variant of the popular k-median clustering with the Hamming norm. In many applications of clustering, constraints
come naturally. For example, the lower bound on the size of a cluster ensures certain anonymity of data and is often
required for data privacy [36]. There is a rich literature on approximation algorithms for various versions of capacitated
clustering [1,7,6,8,10,14,26,12,9,29,37]. However, to the best of our knowledge, no parameterized algorithms for categorical
clustering with constraints on the sizes of clusters were known prior to our work.

Several approximations and parameterized algorithms are known for the vanilla case of CATEGORICAL CLUSTERING with-
out constraints can be found in the literature. For the binary field, CATEGORICAL CLUSTERING was introduced by Kleinberg,
Papadimitriou, and Raghavan [24] as one of the examples of segmentation problems. The problem appears under differ-
ent names in the literature [11,31]. Feige proved in [16] that the problem is NP-complete for every k > 2. We use several
ideas from Feige’s construction for our lower bounds. Ostrovsky and Rabani [34] gave a randomized PTAS for the binary
CATEGORICAL CLUSTERING problem which was recently improved to EPTAS in [18] and [4]. Fomin, Golovach and Simonov
in [20] studied k-clusterings with various distance norms in CATEGORICAL CLUSTERING. One of their results is that cluster-
ing with Hamming-distance (¢op-distance) (but unbounded size of the alphabet ¥) is W[1]-hard parameterized by m + B.
The following paper about the binary variant of CATEGORICAL CLUSTERING is highly relevant to this paper. Fomin, Golovach,
and Panolan [19] gave two parameterized algorithms for the binary case of CATEGORICAL CLUSTERING with the running time
ZO(BlogB) . (nm)o(l) and 20(\/ch log (k+B) logk) . (nm)o(l)_

Organization of the paper In Section 2, we introduce basic notions and notation used throughout the paper. We also show
some auxiliary claims. In particular, we show that CAPACITATED CLUSTERING is NP-complete for k =2 and binary matrices
even if the clusters are required to be of the same size. In Section 3, we show our main result by constructing an FPT
algorithm for CAPACITATED CLUSTERING parameterized by B + |X|. In Section 4, we discuss BALANCED CLUSTERING and FACTOR-
BALANCED CLUSTERING. Further, in Section 5, we discuss kernelization for clustering problems with size constraints. We
conclude in Section 6, by stating some open problems.

2. Preliminaries
In this section, we introduce the terminology used throughout the paper and obtain some auxiliary results.
2.1. Basic notions

Matrices and vectors All matrices and vectors considered in this paper are assumed to be over a finite alphabet ¥ and we
say that a matrix (vector) is binary if ¥ = {0, 1}. Therefore, to simplify notation, we omit ¥ in the notation whenever it
does not create confusion. We use m and n to denote the number of rows and columns, respectively, of input matrices if it
does not create confusion. We write A= (a1, ..., ay) to denote that A is a matrix with n columns ay, ..., a,. For a partition
Z={l1,...,I} of {1,...,n}, we say that {Iq,..., I} is a k-clustering for A. For an inclusion maximal J C {1,...,n} such
that the columns a; are identical for all i € J, we say that | is an initial cluster. We say that a cluster I; of Z is simple if
I; € ] for some initial cluster | and I; is composite, otherwise, that is, if I; contains some h, j € {1,...,n} such that a; and
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a; are distinct. For a vector a € £™, we use a[i] to denote the i-th element of the vector for i € {1,...,m}. Thus, for two
vectors a,be X", dy(a,b) = [{i € {1,...,m} | a[i] #b[i]}|. Let a;; for i€ {1,...,m} and j e {1,...,n} be the elements of A.
For I € {1,...,m} and J € {1,...,n}, we denote by A[I, J] the |I| x | J|-submatrix of A with the elements a;; where i € I
and je J.

Parameterized complexity We refer to the books of Cygan et al. [13] and Downey and Fellows [15] for a detailed introduction
to the field, see also the recent book of Fomin et al. on kernelization [17]. Here, we just informally sketch basic notions.

The input of a parameterized problem contains an integer value k that is referred to as a parameter. A parameterized
problem is fixed-parameter tractable (FPT) if there is an algorithm solving it in f(k) - [I|°®" time, where I is an input, k is a
parameter, and f(-) is a computable function; the parameterized complexity class FPT consists of fixed-parameter tractable
problems.

A kernelization algorithm, or simply a kernel, for a parameterized problem P is an algorithm that, given an instance (I, k)
of P, in polynomial in |I| and k time returns an instance (I’,k’) of P such that (i) (I,k) and (I,’k’) are equivalent, that is,
(I, k) is a yes-instance if and only if (I’, k') is a yes-instance, and (ii) |I'| +k’ < g(k) for some computable function g(k). It
is said that g(-) is the size of a kernel; if g(-) is a polynomial, then the kernel is polynomial. It is well-known that every
FPT problem admits a kernel but, up to some reasonable complexity assumptions, there are FPT problems that have no
polynomial kernels. The typical assumption is that NP ¢ coNP /poly (see [17] for details).

2.2. Solutions, clusters, and medians

Formally, for CATEGORICAL CLUSTERING and its variants, a solution is formed by clusters I, ..., I, together with the cor-
responding medians ¢y, ..., ¢,. However, given clusters Iq, ..., I, optimal medians ¢, ..., ¢y can be computed by the easy
majority rule. Let A= (aq,...,a,) and let {I1, ..., Iy} be a k-clustering. For every i € {1,...,k}, we compute ¢; € ¥™ as fol-
lows. For each j e {1,...,m}, we consider the multiset R;; = {ay[j] | h € I;} of elements of X. For each s € R;;, we compute
the number of its occurrences in the multiset and find an element s* that occurs most often (ties are broken arbitrarily).
Then we set ¢;[j] = s*. It is straightforward to verify that for every c € ™, ZhE,l_ dy(ci,ap) < Zhe],— dy(c, ap). Therefore, the
choice of ¢; is optimal. This gives the following observation.

Observation 1. Given a matrix A= (ay, ..., a,) and a k-clustering {I1, ..., I}, a family of vectors ¢y, ..., ¢, € ™ such that

k

> du(ei,aj)

i=1 jel,-

is minimum can be computed in polynomial time by the majority rule.

For a k-clustering {I1, ..., I}, we define the cost cost(I1, ..., I;) as the minimum value of Zle Z]-E,i dy(ci,a;) over all
k-tuples of vectors cq,...,c, € ¥™. By Observation 1, we have that cost(Iy, ..., I) can be computed in polynomial time.
Then the task of CATEGORICAL CLUSTERING and its variants is reduced to finding a k-clustering of cost at most B (with the
respective constraints of the cluster sizes). Thus, we may refer to a k-clustering as a solution without specifying medians.

Observe that given vectors ¢y, ..., ¢, we can find a k-clustering {I1, ..., I} that minimizes Zle Zjel,- dy(ci,aj) by the
greedy procedure. For each i e {1,...,n}, we find j e {1,...,k} such that dy(c;,a;) is minimum (ties are broken arbitrarily)
and place i in the cluster I;. Since

n k
Y min{du(cj,a) [1<j<k}<) Y du(e,ap),

i=1 i=1 jel;

for every k-clustering {I1, ..., I;}, the described greedy procedure produces optimal partition of {1,...n} (some sets may
be empty). However, the constructed k-clustering does not respect the size constraints of our problems. Still, given vectors
cq,...,C we can decide in polynomial time whether an instance of CAPACITATED CLUSTERING has a solution with the me-
dians cq, ..., ¢, using a reduction to the classical MINIMUM WEIGHT PERFECT MATCHING problem on bipartite graphs that is
well-known to be solvable in polynomial time by the Hungarian method of Kuhn [25] (see also [27]).

Recall that a matching M of a graph G is a set of edges without common vertices. It is said that a matching M saturates
a vertex v if M has an edge incident to v. A matching M is perfect if every vertex of G is saturated. The task of MINIMUM
WEIGHT PERFECT MATCHING is, given a bipartite graph G and a weight function w: E(G) — Zsxg, to find a perfect matching
M (if it exists) such that its weight w(M) =",y w(e) is minimum.

Lemma 1. There is a polynomial time algorithm that, given an instance (A, X, k, B, p, q) of CAPACITATED CLUSTERING and €1, ..., Cx €
¥™, decides whether the instance has a solution with the family of medians {c1, ..., ¢}.
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Proof. Let (A, X,k, B, p,q) be an instance of CAPACITATED CLUSTERING, A = (a1, ..., ay). Clearly, we can assume that the
parameter k in the instance equals the number of vectors ¢; as, otherwise, cq,..., ¢, cannot be the medians. We also
assume without loss of generality that p < % <gq; otherwise, (A, X, k, B, p, q) is a no-instance.
We construct the bipartite graph G as follows.
e For each i € {1,...,k}, construct a set of p vertices W; = {v{,...,v}} and a set of g — p vertices W] = {viﬂr],...,vfl};
note that W/ =9 if p=gq. Let V; = W; U W/ for i € {1,...,k} and denote V = Ule Vi; the block of vertices V;
corresponds to the median c;.
e For each i € {1,...,n}, construct a vertex u; corresponding to the column a; of A and make u; adjacent to the vertices
of V. Denote U = {uq,...,uy}.
e Construct a set of s =kq —n vertices U’ = {u, ..., u;} that we call fillers and make the vertices of U’ adjacent to the
vertices of W;. for all j e {1,...,k}; note that U’ =@ if n =gk and observe that gk > n by our assumption about the
instance of CAPACITATED CLUSTERING.

Observe that G is a bipartite graph, where U U U’ and V form the bipartition. Note also that [UUU’| = |V | =qk.
We define the edge weights as follows.

e For every i € {1,...,n} and j e {1,...,k}, set w(uivﬁ) =du(cj,a;) for he(1,...,q}, that is, the weights of all edges
joining u; corresponding to a; with the vertices of V; corresponding to the median c; are the same and coincide with
the Hamming distance between a; and c;.

e Foreveryie{l,...,s} and je{1,...,k}, set w(ulfvﬂ) =0forhe{p+1,...,q}, that is, the edges incident to the fillers
have zero weights.

We now show that G has a perfect matching of weight at most B if and only if there is a k-clustering {I1, ..., I}} for A
such that p < |Ij]<qforallie{1,...,k} and ZLI Zje,i dy(ci,aj) <B.

In the forward direction, assume G has a perfect matching M C E(G) of weight at most B. We construct the clustering
{I1,..., I} as follows. For every h € {1, ...,n}, uy is saturated by M and, therefore, there are i, € {1,...,k} and j, € {1,...q}
such that edge uhvlj*;l € M. Consider M’ = {uhv'ﬁl |1 <h <n} C M. We cluster the columns of A according to M’. Formally,
we place h in I;, for each h e {1,...,n}. Clearly, {I,..., I} is a partition of {1,...,n}. Observe that for each i e {1,...,k},
the vertices of W; are adjacent only to the vertices of U. Since these vertices are saturated by M, we obtain that |I;| > p for
every i € {1,...,k}. Since |V;| =q, |I;] <q for all i € {1,...,k}. Now we upper bound the cost of the obtained k-clustering:

k

YD du(ci,ap) =) du(ci,, an) = w(M') < w(M) < B.

i=1 jel; h=1

For the reverse direction, consider a k-clustering {I1,...,I¢} for A such that p <|I;| <q for all i € {1,...,k} and

if:] Zje,i dy(ci,aj) < B. Let i € {1,...,k}. Consider the cluster I; and assume that I; = {j1,..., jp;}. Recall that every
vertex of V; is adjacent to every vertex of U. Let M; = {“h"ip o U vjli}. Clearly, M; is a matching saturating the first
p < h; < q vertices of V;. In particular, the vertices of W; are saturated. We construct M; for every i € {1,...,k} and set
M = Ufle Mi;. Since {I, ..., I} is a partition of {1,...,n}, M’ is a matching saturating every vertex of U. Denote by V’ the
set of vertices of V' that are not saturated by M’. Notice that V' C Ule W/ because the vertices of each W; are saturated
by M;. Observe that every vertex of U’ is adjacent to every vertex of W/ for i € {1,...,k}, that is, G[U’ U V'] is a complete
bipartite graph. Because |U’| = |V’| =s, G[U’ U V'] has a perfect matching M”. We set M = M’ U M”. It is easy to see that
M is a matching and, since M saturates every vertex of G, M is a perfect matching. To evaluate the weight of M, recall that
the edges of G incident to the fillers have zero weights, that is, w(M”) = 0. Then

k k k
wM) =wM) =w( M= we)=)_ (wuj v +--+wu, vi))
i=1

i=1eeM; i=1
k
=Y du(ci,a) <B,
i=1 jel;

and we conclude that M is a perfect matching of weight at most B.

It is straightforward to see that the construction of the graph G from an instance (A, %, k, B, p, q) of CAPACITATED CLUSTER-
ING can be done in polynomial time. Then, because a perfect matching of minimum weight in G can be found in polynomial
time [25,27], CAPACITATED CLUSTERING can be solved in polynomial time. This completes the proof of the lemma. O
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By Lemma 1, we have that solving our problems can be reduced to finding a family of medians {ci, ..., ¢} (notice that
some medians may be the same).

2.3. Hardness of clustering

Since we are interested in the parameterized complexity of clustering problems, in the last part of this section, we
argue that BALANCED CLUSTERING, FACTOR-BALANCED CLUSTERING, and CAPACITATED CLUSTERING are NP-hard for very restricted
instances.

In [16], Feige proved that CATEGORICAL CLUSTERING is NP-complete for k =2 and binary matrices, that is, for the case
¥ = {0, 1}. This result immediately implies that CAPACITATED CLUSTERING is also NP-complete for k =2 and binary matrices.
To see it, note that an instance (A, X, k, B) of CATEGORICAL CLUSTERING is equivalent to the instance (A, X,k, B, p,q) of
CAPACITATED CLUSTERING for p =1 and q = n. However, we would like to underline that CAPACITATED CLUSTERING is NP-hard
even if p = q. For this, we use some details of the hardness proof of Feige [16].

Feige proved that CATEGORICAL CLUSTERING is NP-hard by showing a reduction from the MAx-CuT problem [16]. In MAX-
Curt, we are given a graph G and a nonnegative integer ¢, and the task is to find a cut (S,S), that is, a partition of the
vertex set into a set S and its complement S = V(G) \ S such that the size of the cut, i.e., the number of edges between S
and S is at least ¢. The reduction constructed by Feige has the property given in the following lemma.

Lemma 2 ([16]). There is a polynomial time reduction from MAX-CUT to CATEGORICAL CLUSTERING that computes from an instance
(G, ) of MAX-CuT an instance (A, X, 2, B) of CATEGORICAL CLUSTERING, where X = {0, 1}, such that the following holds: if (G, £) is
a yes-instance of MaX-Cut with a cut (S, S) of size at least ¢, then (A, =, 2, B) is a yes-instance of CATEGORICAL CLUSTERING that has
a solution {11, I} with the property that |I11|/|13| = |S|/|S|.

Theorem 2. For every fixed integer constant ¢ > 0, CAPACITATED CLUSTERING is NP-complete for k = 2, binary matrices and q — p <c.

Proof. We show the theorem by a reduction from Max-Curt that is well-known to be NP-complete [21]. Given an instance
(G, £) of Max-Cut, we construct an auxiliary instance (G’,2¢) of MAx-CuT, where G’ is the union of two disjoint copies
G1 and G, of G. Then for the constructed instance (G’,2¢) we can use as a black box the algorithm of Fiege [16] from
Lemma 2 to produce the instance (A, X, 2, B) of CATEGORICAL CLUSTERING with ¥ = {0, 1}. We further set p =q = |V (G)| and
consider the instance (A, X, 2, B, p,q) of CAPACITATED CLUSTERING. Clearly, ¢ — p < c. We show that (G, ¢) is a yes-instance
of Max-Cur if and only if (A, X, 2, B, p, q) is a yes-instance of CAPACITATED CLUSTERING.

In the forward direction, assume that (G, £) is a yes-instance of Max-CuT and let (S, S) be a cut of size at least ¢. Let
S1 and S be the copies of S in Gy and G, respectively. We now consider S’ € V(G’) such that S = S; U (V(G2) \ S2).
Clearly, S’ = (V(G1)\ S1) U Sy and (§',5) is a cut of G’ of size at least 2¢. Moreover, |S'| = |S1]| + |V (G2) \ S2| = |S2| +
[V(G1)\ S1| = |S’]. Hence, (G, 2¢) is a yes-instance of Max-CuT with a solution (S, S’) that has the property that |S'| =|S/|.
By Lemma 2, (A, X, 2, B) is a yes-instance of CATEGORICAL CLUSTERING that has a solution {I1, I} such that |I{| = |I2]|. This
implies that p <|I1], |I2] < q. Therefore, {I1, I>} is also solution for the instance (A, X, 2, B, p, q) of CAPACITATED CLUSTERING.
Thus, (A, 2,2, B, p, q) is a yes-instance of CAPACITATED CLUSTERING.

In the reverse direction, suppose that (A, ¥, 2, B, p,q) is a yes-instance of CAPACITATED CLUSTERING. Then there is a 2-
clustering {I1, I} for A of cost at most B. This means that (A, X, 2, B) is a yes-instance of CATEGORICAL CLUSTERING. Because
(A, X, 2, B) is obtained from (G’, 2¢) by a polynomial reduction from Lemma 2, (G’, 2¢) is a yes-instance of Max-Cur, that
is, G’ has a cut of size at least 2¢. Since G’ is a disjoint union of two identical copies of G, each copy has a cut of size at
least I. Therefore, (G, ¢) is a yes-instance of MAaxX-CuT. This completes the hardness proof. O

3. FPT algorithm for parameterization by B and the alphabet size

In this section, we show that CAPACITATED CLUSTERING is FPT when parameterized by B and |X|. Our main result is
Theorem 1 that we restate here.

Theorem 1. CAPACITATED CLUSTERING can be solved in 29B198B)| 5B . (mn)OD time.

Note that this result is tight in the sense that it is unlikely that the dependence on the alphabet size could be made
polynomial. It was shown in [20], that CATEGORICAL CLUSTERING is W[1]-hard when parameterized by B and the number of
rows m of the input matrix if ¥ = Z, i.e,, for an infinite alphabet. However, it is straightforward to see that this result holds
for ¥ =1{0,...,n — 1} because our measure is the Hamming distance. For each row of the input matrix, we can replace the
original symbols by the symbols of ¥ ={0,...,n — 1} in such a way that the original symbols in the row are the same if
and only if the new symbols are the same. Clearly, this replacement gives an equivalent instance. This immediately leads to
the following proposition.

Proposition 1. CAPACITATED CLUSTERING is W[1]-hard when parameterized by B and m.
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The remaining part of the section contains the proof of Theorem 1. The proof is constructive. In Subsection 3.1, we in-
troduce some notation and show technical claims that are used by the algorithm, and Subsection 3.2 contains the algorithm
and its analysis.

3.1. Technical lemmata

Let A= (ay,...,ap) be a matrix. Recall that an inclusion maximal J € {1,...,n} such that the columns a; are identical
for all i € J is called an initial cluster. Suppose that {I1,..., I} is a k-clustering for A. Recall that a cluster [; is simple if
I; C J for some initial cluster J and I; is composite, otherwise, that is, if I; contains some h, j € {1,...,n} such that a, and
a;j are distinct.

We start by making the following observation about medians of sufficiently big (in B) clusters.

Observation 2. Let {I1,..., I} be a k-clustering for a matrix A = (a1, ..., ap) of cost at most B, and let |I;| > B + 1 for some
ie{1,...,k}. Then for all vectors c1, ..., ¢, € X™ such that Z’}i:] Zjelh dy(ch,aj) < B, ¢; = a;j for at least |I;| — B indices j € I;.
Moreover, if |I;| > 2B + 1, then ¢; is unique.

Proof. To show the first part of the claim, assume that ¢; € ¥™ is distinct from at least B + 1 columns a; for j € I;. Then

k

B> "% dulch,a) =y du(ci,a)=B+1;

h=1 jely jel;

a contradiction. For the second part of the claim, note that if |I;| > 2B + 1, then ¢; should coincide with more than half of
the columns a; with j € I; and, therefore, the choice of ¢; is unique. O

We use the following simple observation about the number of composite clusters and the number of initial clusters
having elements in the composite clusters of a solution.

Observation 3. Let A= (ai, ..., a,) be a matrix with the partition 7 = {J1, ..., Js} of {1, ...,n} into initial clusters. Let also Z =
{I1, ..., I} be a k-clustering for A of cost at most B. Then Z contains at most B composite clusters and 7 has at most 2B initial clusters
with nonempty intersections with the composite clusters of Z.

Proof. Let cq,...,c; be medians such that Z?:] Zjeli dy(ci,aj) < B. Note that if I; is a composite cluster for some i €
{1,...,k}, then ¢; is distinct from a; for at least one j e I; and ng,i dy(ci,aj) > 1. Therefore, Z contains at most B
composite clusters. For the second claim, notice that if 7 has t > B initial clusters with nonempty intersections with
composite clusters, then because Z has at most B composite clusters, for at least t — B of these initial clusters J;, ay # ¢
for h € J; and all the medians ¢; of composite clusters. Hence, t <2B. O

Let J C{1,...,n} be an initial cluster. Due to size constraints, it may happen that a k-clustering {I1, ..., I;} with several
simple clusters I; C | provides a solution. This means, that we should partition a subset of J into blocks of bounded size.
To verify whether we are able to create such a partition, we use the following observation.

Observation 4. Let p and q be positive integers, p < q. A finite set X can be partitioned into h subsets such that each of them has size
at least p and at most q if and only if Pqﬁ—‘ <h< L%J

Proof. If X can be partitioned into h subsets of size at least p and at most g, then, trivially, ph < |X| and gh > |X]|, i.e.,
’_%-‘ <h< L%J If ’quﬁ-l <h< L%J then X has h disjoint subsets Xi,..., X, of size p. Then the remaining |X| — ph
elements can be greedily added to these subsets without exceeding the upper bound g on the size. O

Let J ={J1,..., Js} be the partition of {1,...,n} into initial clusters. For a k-clustering Z = {I1, ..., I}, we define the
graph G(Z,J) as the intersection graph of the sets of Z and 7, that is, G(Z, ) is the bipartite graph with the set of
vertices ZU J such that for every i € {1,...,k} and je({1,...,s}, [; and J; are adjacent if and only if I; N ]J; # . We show
that we can assume G(Z, J) to be a forest. This can be proved using an ILP or flow formulation of the clustering problem
with given medians. For simplicity, we provide a direct proof.

Lemma 3. Let A = (a1,...,a,) be a matrix with the partition J = {J1,..., Js} of {1,...,n} into initial clusters. Also, let T =
{I1, ..., It} be a k-clustering for A. Then there is a k-clustering T' = {I{, ..., I} such that (i) |I;| = |I}| for all i € {1,...,k}, (ii)
cost(lf, ..., I}) < cost(l1, ..., I), and (iii) G(Z', J) is a forest.
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G
? g

a) b)
Fig. 1. A cycle in G(Z', J) and the cluster rearrangement scheme.

Proof. Assume that 7' = (I}, ..., I}} is a k-clustering for A satisfying conditions (i) and (ii) such that the number of edges
of G(Z', J) is minimum. Denote by c1,..., ¢ optimal medians for 17, ..., I. We claim that G(Z', J) is a forest.

The proof is by contradiction. Assume that G(T', J) has a cycle. This means that there are distinct iq,...,i; € {1,...k}
and distinct jq, ..., je € {1,...,s} such that I} N Jj #@ and I} N Jj, #¢ for all h € {1,....t}; here and further in the
proof, we assume that j;+1 = ji and ir4q =iy (see Fig. 1(a)).

For h € {1,..., s}, denote by by, the vector coinciding with aj for h’ € J,. We observe that either
t t
> (@dnuei,. bj) +du (e, by, ) =2 du(c,.bj,) (1)
h=1 h=1
or
t t
Y du(ciy. bj) +du(ei, bjy, ) =2 du(ci,. bj,, ) (2)
h=1 h=1

because the sums of the left and right parts of inequalities (1) and (2) are the same.
We assume without loss of generality that (1) holds, as the second case is symmetric. This means that

t t
> du(ei, by ) = Y duc,, bj,). (3)
h=1 h=1

We iteratively modify Z' by moving a representative of Jj; in I, , to I;, for h e {2,...,t + 1}, that is, representatives
are moved cyclically without changing the cluster sizes (see Fig. 1(b)). We show that this procedure does not increase the
clustering cost with respect to the medians cq, ..., ¢.

Formally, we construct the k-clusterings Z@,Z(M ... where Z(?) = {I%p), e I,Ep)} for p=0,1,..., starting from 7@ =
7' while Jj,,, NI{P #¢ forall he{1,....t).

Assume that Z(P) = {Igp),...,ll((p)} is constructed and Jj, ., N If:) # ¢ for all h e {1,...,t}. For every h € {1,...,t}, let
it € Jjpy N Ii(f). We define Z0+D = (1PTD . [PTD) by setting

1 . .
LY = @GP\ D U i)

_ 1
_Iq

for all h e {1,...,t} assuming that iy =i}, and we set IC(IPH) for ge{1,...,k}\ {i1,...,i¢}. Clearly, |Il.(p“)| = |Iép)| for

allie {1,...,r}. We have that

t
Z > du(ciap) — Z Y du(ci,ap) =) @u(ci, ay) —du(ci, ay )

i=1 (p) i=1 (p+1) h=1
jel; el

t
= Z(dH(cfh s b]‘h+1) - dH(cih s b]h ))
h=1

Z(dmclh, bj ) = deczh, bj,)) = 0.
h=1 h=1
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where the last inequality follows from (3). This means that the cost of the k-clustering Z(P+1 with respect to the medians
C1,...,Ck is at most the cost of Z(P) with respect to the same medians.

The next k-clustering ZP*1 is constructed from Z% if J;, , N Il.(f) #¢ for all h e {1, ...,t}. Thus, the sequence is finite,
and for the last k-clustering Z@, there is h € {1,...,t} such that Jjn N I};’) =, that is, Ii(g) and Jj,,, are not adjacent

in G(Z@, 7). Note that the rearrangement of elements of clusters does not create new adjacencies in G(Z@, 7) because
no cluster gets representatives of an initial cluster that had no representatives in it. We conclude that G(Z@, 7) has less
edges than G(Z', J) but this contradicts the choice of Z'. Therefore, G(Z', 7) is a forest and Z’ satisfies conditions (i)-(iii)
as required. O

Next, we show that, given a matrix A, we can list all potential medians for a k-clustering of cost at most B in FPT when
B and |X| are parameters. We show this by making use of the nontrivial result of Marx [30] about the enumeration of
subhypergraphs with bounded partial edge cover. This result already proved to be very useful for designing FPT algorithms
for clustering problems [19,20].

Recall that a hypergraph H is a pair (V, &), where V is a set of vertices and £ is a family of subsets of V called
hyperedges. Similarly to graphs, we denote by V (#) the set of vertices and by £(?) the set of hyperedges. For a vertex v,
we denote by &4 (v) the set of hyperedges containing v, that is, £y (v) ={E € E(H) | v € E}.

Let G be a hypergraph and let U € V(G). We say that a hypergraph #H appears at U as a subhypergraph if there is a
bijection 77 : V(H) — U with the property that for every E € £(H), there is E' € £(G) such that m(E) =E' NU.

A fractional hyperedge cover of a hypergraph H is a function ¢: £(H) — [0, 1] such that for every vertex v € V(H),
ZEEEH(V)ga(E) > 1, that is, the sum of the values assigned by f of the hyperedges containing v is at least one. The
fractional cover number p*(H) of H is the minimum value ZEE&H) @(E) taken over all fractional hyperedge covers ¢ of H.

Proposition 2 ([30]). Let H be a hypergraph with fractional cover number p*(H), and let G be a hypergraph whose hyperedges
have size at most €. There is an algorithm that enumerates, in |V (H)|C UV 3D . gV A"+ £(Gy|P*FD+T |y (G)|2 time, every
U C V(G) where ‘H appears at U as subhypergraph in G.

We apply this result similarly to [20] and, therefore, only briefly sketch the proof of the following lemma.
Lemma 4. There is an algorithm that, given a matrix A = (a1, .. ., a,) and a nonnegative integer B, in 20B1088) . | 5B . (mn)©OD
time outputs a set M(A, B) C =™ of size 20 (B10gB) .| 538 . mn) O sych that for every k-clustering {I1, ..., It} for A of cost at most
B, there are cq, ..., ¢, € M(A, B) such that Zile Zje,i dy(ci,aj) <B.

Proof. Let S be the set of distinct columns of A. Initially, we set M(A, B) :=S.

For every s € S, we construct the hypergraph Gs with the vertex set {1,...,m} with hyperedges corresponding to the
columns of A at Hamming distance at most B from s: for every i € {1,...,n} such that dg(s, a;) < B, we introduce the
hyperedge

Ei={jl1=j=mandaj]#s[jl},

that is, the hyperedge contains indices, where s differs from a;. Note that |E;| < B.

Consider an arbitrary k-clustering {I1, ..., I} for A of cost at most B. Let i € {1,...,k} and let s € § be such that s =a;
for some j € I;. Let also ¢; € ¥™ be an optimal median for I;, that is, Zjeli dy(ci, a) is minimum. Notice that if |I;| > B+1,
then by Observation 2, every feasible median for I; is a column of A and these columns are already placed in M (A, B). Also,
if ¢; =, then ¢; € M(A, B). Assume that |I;| < B and ¢; #s. Clearly, dy(c;,s) < B. Moreover, for any j € I;, dy(s,a;) < B.
This holds trivially if s =a;. Otherwise, if s # a;, we have that dy(s,aj) <du(c;,s) +dn(c,aj) < Z]-E,i dy(ci,aj) < B. Let

D={jl1<j<mandcj]l#sljl},

that is, D is the set of indices where s differs from the median c;.
We consider the hypergraph H; with the vertex set D whose edges correspond to the columns a; for j € I;. For each
j € I;, we construct the hyperedge

Fj={h|he D andaj[h] #s[h]},
that is, each hyperedge contains indices from D, where s differs from a;. We claim that the fractional cover number
p*(Hi) <2.
To show this, we define the function ¢(F) = \5<2W for every hyperedge F of #;. We prove that ¢ is a fractional
hyperedge cover of #;. Thus, we have to show that for every j € D, ZFEEH.(j) @(F) > 1. This is equivalent to proving that

for every j € D, at least half of the hyperedges of #; contain j. Assume that this is not the case, i.e., there is j € D such that
more than half of hyperedges do not contain j. This mean that for more than half of columns a;, for h € [;, s[j] =ay[j] =s.
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However, by the definition of D, s[j] # c;[j] and, therefore, c¢;[j] # s. This contradicts the assumption that ¢; is an optimal
median for I; because replacing the current value ¢;[j] by s decreases the cost. Hence, ¢ is a fractional hyperedge cover.
Then

PrHI< Y e(B)= Y. |5<ii>|=2

FeE(H) FeE(H;)

Observe that #; appears in Gs at D because for each j € I;, dy(s,a;) < B, that is, for every j € I;, Gs contains the
hyperedge E; corresponding to aj; the mapping 7 : V(H;) — D is the identity function.

We obtain that #; is a hypergraph with the fractional cover number at most 2 that appears in Gs at D. Notice that,
given s and D, we can list the vectors over ™ that differ from s in the indices from D and the total number of such
vectors is at most |X|P because |D| < B. Then ¢; appears in this list. This leads to the following algorithm. We consider all
hypergraphs H on at most B vertices with at most B hyperedges. Then for each #H and every s € S, we use the algorithm
of Marx from Proposition 2 to enumerate every D C V(Gs) where H appears in Gp as subhypergraph. Then for every D, we
list the vectors that differ from s in the indices from D by brute force. Then these vectors are included in M (A, B).

For given H and s, the sets D can be enumerated in time 2€(B10gB) . p2B+1 . n3 . ;2 by Proposition 2. Then generating
the vectors that differ from s in D can be done in |Z|8 - n©® time as we can assume that || < n. However, we need
206 time to generate all hypergraphs with at most B vertices and at most B hyperedges. This gives the total running
time 206» .28 . (mn)®D and the same bound on the size of M(A, B).

The running time can be improved by proving that there is a subhypergraph #; of # with V (#;]) = V(#;) and £(H}) €
E(H;) of size O(log B) (more precisely, of size at most 1601n B) such that p*(#}) < 4. The proof is identical to the proof of
Claim 18 of [20] (see also Proposition 6.3 of [30]) and we omit it here.

Then we consider all hypergraphs H with at most B vertices and at most 160In B hyperedges. The total number of
these hypergraphs is 291985) Then, in the same way as above, for each % and every s € S, we use the algorithm of
Marx from Proposition 2 to enumerate every D C V (Gs) where ‘H appears in Gp as subhypergraph. For every D, the vectors
that differ from s in the indices from D are enumerated by brute force and each vector is added to M(A, B) unless it is

already included in the set. The total running time is 2€(10gB) . |55 . (mn)©™ and the number of vectors in M(A, B) is
ZO(BIOgB) . |E|B . (mn)o(l) 0

3.2. Algorithm

Let (A, X,k, B, p,q) be an instance of CAPACITATED CLUSTERING with A = (a1, ..., ay). First, we compute the partition
J ={J1,..., Js} of {1,...,n} into initial clusters.

3.2.1. Choosing potential medians

By the next step, we restrict the set of considered medians. For this, we apply Lemma 4 and construct the set M =
M(A, B) of potential medians. Recall that this set has size 291088538 . (mn)©® and can be computed in 2€Bl0g8)| x5
(mn)©D time. For a k-clustering Z = {11, ..., Iy}, we define the minimum cost (with respect to M), as

k
min(» Y “du(ci.aj e, ... e M)

i=1 jel;

If (A, Z,k, B, p,q) is a yes-instance, then it has a solution such that the medians are in M by Lemma 4. Therefore, solving
the problem is equivalent to finding a clustering of minimum cost at most B with respect to M. Throughout this section,
whenever we say that Z is a clustering of minimum cost, we mean that the cost is minimum with respect to M.

3.2.2. Structure of solutions

Further, we argue that we can consider solutions of a special structure whose nontrivial part involves bounded number
of initial clusters.

By Lemma 3, if (A, X,k, B, p,q) is a yes-instance, then there is a solution Z = {Iy, ..., I;} to the instance such that the
intersection graph G(Z, J) of the initial clusters and the clusters of the solution is a forest. We call such a solution (or
k-clustering) acyclic. To solve the problem, we check whether the considered instance has an acyclic solution. To simplify
notation, we assume that all solutions considered further on are acyclic.

By Observation 3, any k-clustering for A of cost at most B has at most B composite clusters. We consecutively consider
t=0,...,min{B, k}, and for each t, we verify whether there is a solution Z = {I1, ..., Iy} with exactly t composite clusters.
If we find such a solution, then we return the yes-answer and stop. Otherwise, if we have no solution for all the values of
t, we report that (A, X, k, B, p, q) is a no-instance. From now on, we assume that nonnegative t < min{B, k} is fixed.

It is convenient to consider the special case t =0 separately. If t = 0, then a solution Z has no composite cluster, that is,
the clusters of the solution form partitions of the initial clusters. Observe that cost(Z) =0 < B in this case. By Observation 4,
the initial clusters can be partitioned into k blocks of size at least p and at most g, if and only if there are positive integers
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hq,...,hs such that k =hy +--- + hg and (%-I <h;j < [%J for every i € {1,...,s}. For every i € {1,...,s}, we verify

whether P{Tll-‘ < L%J If at least one of the inequalities does not hold, the required hy, ..., hs do not exist. Otherwise, we
observe that positive integers hi, ..., hs such that k =hy 4+ --- + hg and (%-I <h; < ['{T"J for every i € {1,..., s} exist if

and only if Y5, (%] <k<>3, L%J Then we verify the last inequality.

From now, we assume that t > 1. Note that we also can assume that B > 1 because for B =0, no cluster of a solution
can be composite.

By Observation 3, there are at most 2B initial clusters with nonempty intersections with the composite clusters of a
solution Z. Since G(Z, J) is a forest, it is easy to observe that at least t + 1 initial clusters have nonempty intersections
with the composite clusters. We consider £ =t + 1,...,2B, and for each ¢, we check whether there is a solution Z =
{I1, ..., I}} such that exactly ¢ initial clusters have nonempty intersections with the composite clusters of Z. If we find such
a solution, then we return the yes-answer and stop. Otherwise, if we have no solution for all the values of ¢, we report that
(A, X, k, B, p,q) is a no-instance. From now, we assume that positive t +1 < ¢ < 2B is given.

Recall that we are looking for an acyclic solution Z = {I4, ..., I}, that is, G(Z, J) is required to be a forest. Let Z be such
a k-clustering. Let Z' C Z be the set of composite clusters and let 7’ € 7 be the set of initial clusters having nonempty
intersections with the composite clusters. Recall that |[Z| =t and |7'| = £ by our assumptions. Note also that the leaves of
G, J') are initial clusters and every connected component of this forest contains at least three vertices.

We consider all forests F on t + ¢ vertices such that (i) each connected component of F has at least three vertices, and
(ii) F admits a bipartition (U, W) of its vertex set with |U| =t and |W| = ¢ such that the leaves of F are in W. Since t < B
and ¢ < 2B, the number of such forests is 29®) [35] and they can be listed in 29® time (see, e.g., [38]). Note that since
the leaves are required to be in W, the bipartition (U, W) is unique. From now on, we assume that F together with the
bipartition (U, W) is given.

3.2.3. Colorful solutions

Recall that we are looking for a solution such that exactly ¢ initial clusters have nonempty intersections with composite
clusters of the solution. We use the color coding technique of Alon, Yuster, and Zwick [2] (see [13, Chapter 5] for the detailed
introduction) to highlight the initial clusters with nonempty intersections with clusters of a potential solution. We first give
a Monte Carlo algorithm with false negatives and then explain how to derandomize it. We color the initial clusters by ¢
colors uniformly at random. We say that a k-clustering Z = {Iq, ..., I} of cost at most B is a colorful solution if the initial
clusters with nonempty intersections with the clusters of Z have distinct colors. As it is standard for color coding, the
algorithm exploits the property that if there is a solution such that exactly ¢ initial clusters have nonempty intersections
with the composite clusters of the solution, then the probability that these ¢ clusters get distinct colors in a random coloring
is at least f—; > et > e2B_ Therefore, with probability at least =28, a yes-instance admits a colorful solution.

3.2.4. Finding colorful solutions

Our next task is to explain how to check whether there is a colorful solution for a given random coloring ¥ : J —
{1,...,£} such that G(Z', J'), where Z' is the set of composite clusters in the solution and 7’ C 7 is the set of initial clus-
ters having nonempty intersections with the composite clusters, is isomorphic to F. For this, we use dynamic programming
over F. Recall that F is given together with the bipartition (U, W) of its vertex set, where the leaves are in W. To construct
our dynamic programming algorithm, we formally define k-clusterings forming solutions as follows.

Definition 1 (Feasible k-clustering). For a given forest F with the bipartition (U, W) of its vertex set, we say that an acyclic
k-clustering {I, ..., I} for A is a feasible (with respect to F and the parameters t and ¢) if the following holds:

(i) p<llil<qforiefl,... .k},

(ii) the set 7' € Z of composite clusters has size t and the set 7' € 7 of initial clusters having nonempty intersections
with the composite clusters has size ¢,

(iii) the initial clusters in 7’ are colored by distinct colors by 1, and

(iv) G(Z', J’) is isomorphic to F with an isomorphism that bijectively maps Z’ to U and 7' to W.

Then the problem of finding a colorful solution boils down to checking whether there is a feasible k-clustering of cost at
most B.

To proceed with the algorithm, we need some auxiliary notation. For a set of colors X C {1,..., ¢}, we use J7(X) C J to
denote the subset of initial clusters with the colors from X and C(X) C {1,...,n} is used to denote the set of indices in the
initial clusters with their colors in X, that is, C(X) =Ujc7(x)J. We also denote A(X) =A[{1,...,m}, C(X)], that is, A(X) is
the submatrix of A with the columns a; such that i € C(X).

It is common to do bottom-up dynamic programming over rooted trees. However, F may be disconnected. We argue
that, given partial solutions for the connected components of F, we can combine them and solve the problem for F. Denote
by Fi,..., F¢ the connected components of F. Let U;=V(F;) NU and W; =V (F)NW forie{l,..., f}. Let also t; = |U;]|
and ¢; = |W;| forief{l,..., f}.
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Forie{l,..., f}, XC{1,...£} and a positive integer h <k, denote by w;(X, h) the minimum cost of an h-clustering for
A(X) that is feasible with respect to F; and the parameters t; and ¢; if |X| = ¢;. We assume that w;(X, h) = 4o0 if | X| # ¢;
or no h-clustering is feasible. Thus, the functions w;(X, h) represent partial solutions for Fi,..., Fy.

We show that if we are given the tables of values of w;(X, h), then we can verify whether there is a feasible k-clustering
of cost at most B.

Lemma 5. Given the values w; (X, h) foralli € {1,..., f}, X € {1, ...} and positive integers h <k, it can be decided in time 2°®) . n2
whether there is a feasible k-clustering for A of cost at most B with respect to F, t and .

Proof. To give the intuition behind the proof, observe that a feasible k-clustering of cost at most B with respect to F, t
and ¢ exists if and only if there are positive integers hy, ..., hy such that hy +--- +hy =k and a partition {Xy,..., Xf} of
{1,..., £} such that

w1(X1,h) +---+wp(Xy,hf) <B

because in a feasible clustering the initial clusters in 7’ are colored by distinct colors. This leads to the following dynamic
programming algorithm

For je{l,....f}, XS {1,..., ¢}, let FY be the disjoint union of Fy,...,Fj, tY =t; +---+¢t; and €D =1 +--- + ¢;.
For je{1,...,f}, XC{1,...,£} and positive integer h, denote by w (X, h) the minimum cost of an h-clustering for A(X)
that is feasible with respect to FU), t() and ¢ if |X| = £W; we also assume that w (X, h) = o0 if |X| # ¢9) or there is
no feasible h-clustering. Notice that wq(X,h) = wV (X, h) and w') (X, h) is the minimum cost of an h-clustering for A(X)
that is feasible with respect to F, t and £. Thus, w)({1,...,£},r) < B if and only if there is a feasible k-clustering for A of
cost at most B with respect to F, t and £.

We compute the values of w (X, h) for j=1,2,..., f. As we observed, w™ (X, h) = w1 (X, h). To compute w¥ (X, h)
for j > 2, we use the following recurrence:

w9 (X, h) =minfw;(Y,h") + wI DX\ Y,h—h")|1<h'<hand @ #Y C X}; (4)

we also assume that w' (X, h) = +oo0 if the set in the right part of (4) is empty.

The correctness of (4) is proved in the standard way by showing the two opposite inequalities. Let X € {1,...,¢}. To
simplify notation, assume that {J1,..., J¢} are initial clusters with colors from X. Let also h <k be a positive integer.

Suppose that |X| =¢Y9 and {I;,..., I} is an h-clustering for A(X) that is feasible with respect to F, t() and ¢ of
minimum cost. Let Z' C {I1, ..., Iy} be the set of composite clusters and let 7’ € {]J1,..., Js¢} be the set of initial clusters
having nonempty intersections with the composite clusters. Recall that [Z'| = tU), |7'| = ¢1), and the initial clusters in 7’
are colored by distinct colors. Consider an isomorphism « that bijectively maps the vertices of G(Z’, J’) to the vertices of
F with the property that the vertices of Z' are mapped to U§£1 U; and J’ are mapped to Ulf]:)l W;. Then ¢; clusters of 7’
are mapped to W ;. Denote by Y C X the set of their colors. Clearly, |Y|=¢; and |X \ Y|=¢Y) — ¢; = ¢)~1. Notice that the
clusters of Z’ that are mapped to U; are composed of elements of initial clusters with colors from Y and no other composite
cluster contains an element of an initial cluster with a color from Y. To simplify notation, assume that the clusters Iy, ..., Iy
contain elements of the initial clusters with the colors from Y and I/ .1, ..., I, are the clusters containing elements of the
initial clusters with the colors from X C Y. Then we have that {Iy,..., I/} is a feasible h’-clustering for A(Y) with respect
to Fj, tj and ¢;. Similarly, we obtain that {Iy;1,..., I} is a feasible (h — h’)-clustering for A(X \ Y) with respect to FU~D),
tU=1 and €Y=V, Thus, w (X, h) > w;(Y,h") + wI=D(X \ Y,h — ') and, therefore,

w9 (X, h) > minfw;(Y,h) + wI= DX\ Y,h—h)|1<h <hand @ #Y C X}. (5)

If either | X| # ¢() or there is no an h-clustering for A(X) that is feasible with respect to F(), t() and ¢@, then w (X, h) =
400 and (5) is trivial.

To show the opposite inequality, let nonempty Y € X and positive h’ < h be such that the right part of (4) is minimum.
If wj(Y,h')+wU=D(X\ Y, h—h') = +oo0, then the required inequality holds trivially. Assume that this is not the case. Then
IY|=¢j, X\ Y| =¢Y=D, there is an h’-clustering Z1 for A(Y) of cost w;(Y,h’) that is feasible with respect to Fj, t; and
¢, and there is an (h — h')-clustering Z® for A(X \ Y) of cost wU=1 (X \ Y,h —h’) that is feasible with respect to FU~D),
tU=1 and ¢U=Y. Consider Z=7Z" UZ®@ and observe that this is an h-clustering for A(X) that is feasible with respect to
FU, tU) and ¢Y. This means that w (X, h) < w;(Y,h’) + wU=D(X\ Y, h —h'). By the choice of Y and I/,

w9 (X, h) < minfw;(Y,h') + w9 DX\ Y,h—h')|1<h <hand# #Y C X}. (6)

Combining (5) and (6), we obtain that the recurrence (4) holds.
Finally, we compute w) (X, h) for all X C{1,..., ¢} and all positive h <r. In particular, we find w”({1,...,¢},k) and
verify whether this value is at most B.
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j elements of J colored ¢
Wlll be moved to the parent cluster

n.Y, e, J,
j elements of the parent initial cluster ( 7)

will be moved to the compositc cluster,

ANATA

Fig. 2. The general scheme of dynamic programming over T. The vertices of U corresponding to composite clusters are shown by black bullets and the
vertices of W corresponding to initial clusters are white. The arrows show which initial clusters are contributing to composite clusters. Note that J is a
(part of) initial cluster of color ¢ and the remaining initial clusters of color c (including the rest of the cluster containing J) are split into simple clusters.

(initial clusters of color (:)

To evaluate the running time, note that to compute the table of values of w) (X, h) by (4), we consider all nonempty X
of size at most ¢ and the nonempty subsets Y C X. This means that we consider at most 3¢ pairs of sets. Also, we consider
all positive h <k and h’ < h, that is, at most k2 pairs of integers. Since ¢ < 2B and k < n, the computations can be done in
20®) . n2 time. Since f <t < B, the total running time is 2°® .n2. g

The final step is to compute the partial solutions for Fy, ..., Fy. By Lemma 5, we have to compute the tables of values
of wi(X,h) for all i e {1,..., f}, nonempty X C {1,...,¢} and positive h < k. For this, we use the fact that Fq,..., Fy are
trees and this allows us to use dynamic programming over these trees.

Lemma 6. Let T be a tree with a bipartition (U, W) of its vertex set such that t' = |U| <t, ' = |W| < £ and the leaves of T are in W.
For a given X C {1,..., £} with | X| = £’ and positive h <k, the minimum cost of a feasible h-clustering for A(X) with respect to T, t’
and ¢ can be found in 2981088 |58 . mm)OD time.

Proof. We select a vertex z € U as a root of T. This selection defines a parent-child relation on the set of vertices. For
a vertex x € V(T), we denote by Ty the subtree of T induced by the descendants of x (including the vertex itself). For
xeV(T), letty=V(Ty) NU and £, =V (Tx) N W. For every x € V(T), we compute the tables of auxiliary values depending
on whether xe U or xe W.

For a set of colors ZC X, J € J(Z) and J' C ], we use J(Z)/]' to denote the set of clusters obtained from the initial
clusters of 7(Z) by the replacement of J by J"= ]\ J' if J/C J and J(2)/] =T (Z)\{J} if ] = J. We assume that
the clusters of 7(Z)/J’ have the inherited colors. We also write A(Z)/]’ to denote the submatrix of A(Z) obtained by the
deletion of the columns with the indices from J’. Note that [7(Z)/ ]’ is the set of initial clusters for A(Z)/]J'.

Suppose that x € W. For every positive integer h’ <h, every Y C X, every c€ Y, every J € J(Y) and every nonnega-
tive integer j < |J|, we define a)XU (W,Y,c, ], j). For technical reasons, it is convenient to define this function for leaves
separately.

Definition 2 (Partial solution for a leaf x € W ). Let x be a leaf. We define a)xU(h/ {c},c, J, j) as the minimum cost of an h’-
clustering for A(Y)/J’, where ]’ C J of size j, such that all the clusters are simple, and a),((l)(h’, Y,c, ], j)=+o0if Y #{c}.

Definition 3 (Partial solution for an internal x e W). If x is an internal vertex of T, then w, )(h’ Y,c, ], j) is the minimum cost
of an h’-clustering Z = {I1, ..., I/} for A(Y)/J’, where J' C J of size j, such that

() p<ilil<qforie{l,...,h},

(ii) the set Z' C T of composite clusters has size ty, and the set 7' € J(Y)/J’ of initial clusters having nonempty intersec-
tions with the composite clusters has size ¢y,

(iii) |Y| = £x and the initial clusters in 7’ are colored by distinct colors by v,

(iv) G(Z', J’) is isomorphic to Ty with an isomorphism « that bijectively maps Z’ to Uy, J' to Wy, and

W) J\NJeJ, a(J\J)=xand y(J\ J)=c.

In both cases, we assume that a)xl)(h Y,c, J, j) = +oo if there is no such an h’'-clustering.

Informally, Xl)(h’, Y,c, J, j) is the minimum cost of an h’-clustering for A(Y)/ ]’ that is feasible with respect to Ty, ty
and ¢, with the additional assumption that we take j elements of | colored by c to include to the composite cluster that
corresponds to the parent of x (see Fig. 2). Observe that the value of a)xl)(h/ Y,c, J, j) does not depend on the choice of J'.
Notice also that we have the special case when Uy =, i.e. when x is a leaf because we have no composite clusters in this
case. Then we form h’ simple clusters from the initial clusters 7(Y)/J’.
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Now we define the function a)(z) (h',Y, j,s) for x e U for every positive integer h’ < h, every Y C X, every nonnegative
integer j <gq, and every s € M.

Definition 4 (Partial solution for x € U ). w(z) (h',Y, j,s) is the minimum cost of an h’-clustering Z = {I1, ..., Iy} for A(Y) such
that

(i) the cost of I is computed with respect to the median s, that is, the cost equals Zieh dy (s, a;),

(i) p—j<lhl<q—jand p<|lj<qforie{2,...,h},

(iii) for the set of composite clusters Z' C Z, Z” =7’ U {I1} has size ty, and the set 7' € J(Y) of initial clusters having
nonempty intersections with the clusters from Z” has size ¢y,

(iv) |Y| = £x and the initial clusters in 7’ are colored by distinct colors by v,

(v) G@Z",J") is isomorphic to Ty with an isomorphism « that bijectively maps Z” to Uy, J' to Wy, and a(I1) = x.

In the same way as above for other functions, it is assumed that a)(z) (h',Y, j,s) = +oo if there is no such an h’-clustering.
Informally, a)(z) (h',Y, j,s) is the minimum cost of an h’-clustering for A(Y) that is feasible with respect to Ty, ty and
£x, where the specific cluster Iy associated with x is required to have s as its median and “misses” j elements (see Fig. 2).
Notice that it is not required that s is optimal for I1. However, in the future, I is going to be complemented by j elements
of an initial cluster corresponding to the parent of x, unless x is a root. Note also that I is not a composite cluster if x has
a unique child, but because I; is expected to be complemented by other elements, I; is counted as a composite cluster in

the definition of a)(z) n,Y,j,s).
Now we explain how to compute the table of values of a)XU H,Y,c, J,j) and w(z)(h/,Y, j,s). First, we compute
,El)(h/, Y,c, ], j) for leaves.

Claim 3.1. For every leaf x of T, w. l)(h/ Y,c, ], j) can be computed in O(n) time.

Proof. If Y # {c}, w 1)(h/ Y,c, J, j) = +oo by the definition. Assume that Y = {c}. Let J' C J be a set of size j. We compute
J= JY)/] in O(n) time. Then a)xl)(h/ Y,c, J,j) =0 if every set in J can be partitioned into clusters of size at least
p and at most g in such a way that the total number of clusters is h’, and a)“)(h’, Y,c, J, j) = +oo otherwise. We apply
Observation 4. First, we verify whether every ] € J can be partitioned into clusters of size at least p and at most q by

checking whether (%—‘ < LMJ If this holds, then we observe that we can obtain exactly h’ clusters in total if and only

if Z]ej (%—‘ <h < Z] 7 LLJ Since checking of these conditions can be done in O(n) time, the total running time is
Om). O

Next, we explain how to compute a)xl)(h’ Y,c, J, j) for internal vertices if the tables of values of w(z)(-, -, -, +) are given
for all children y of x. This is done by an auxiliary dynamic programming algorithm.
Claim 3.2. Let x € W be an internal vertex of T and assume that the table of values of a)J(,z) (-, -, -, ) is computed for every child y of x.

Then (" (W', Y, ¢, ], j) can be computed in 20 B108B) | 5|8 . (mn)OD) time.

Proof. Let " <h,YC X, ceY, JeJ(Y) and j<|J|. If j=1]J|, then we immediately set wxl)(h/ Y,c, ], j) = +oo because
we have no proper |’ C J of size j. Also, if |Y|# £ or ¥(]) #c, then a),((U(h’, Y,c, ], j) = +oo by definition. Assume that
j<IJl, ] J ofsize j, y(J)=c and |Y|=¢x. Let =]\ J'. We denote by y1, ...,y the children of x in T.

Consider the initial clusters of color c. By the definition of a)(l)(h/, Y,c, ], j), we are interested in an h’-clustering, where
the initial clusters of color ¢ distinct from J are spllt into simple clusters and, possibly, some parts of ] also form simple
clusters. For nonnegatlve integers h <h' and ] < |]| we define w(h j) to be 0 if the initial clusters of J = j({c})/(] \JN,
where | C ] of size j can be partitioned into h simple clusters of size at least p and at most g, and we set W(h ]) =400
otherwise. To compute w(h ]) we use Observation 4 similarly to the proof of Claim 3.1. Namely, we verify whether every

Je J can be partitioned into clusters of size at least p and at most q by checking whether Pé—‘—‘ < L‘“J and then we

check whether Z] Ve P”—‘ <h< Z L”'J Since h < h’ < h, the values of w(h) can be computed in @(n?) time.
Observe that by the definition of wy )(h’ Y,c, J,j), the elements of ] should be included in f composite clus-
ters associated with the children of x in an h’-clustering for A(Y)/J’. In particular, if |]| < f, it cannot be done and
wfcl)(h/, Y,c, |, j) = +oo by the definition. From now, we assume that |J| > f.
For i € {1,..., f}, denote by T the subtree of T induced by {x} UJ}\_, V(Ty,), set UV =UnV(@TD) and WO =
W N V(TD). Let also t@ = |UD| and ¢® = |WD| for i e {1,..., f}. For each i € {1,..., f}, each nonnegative h < h’, each
positive j < |J| — j, and every c € Z C Y, define the auxiliary values w® (f, j, Z).
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Definition 5 (Auxiliary partial solution). w® (fl, 3 Z) is the minimum cost of ﬁ—clustering IT={h,...,1;} for A(Z)/(J\ I,
where J” C J of size j, such that

(i) p<|ly| <qfor i’ e{1,...,hY,

(ii) the set 7' € Z of composite clusters has size t®, and the set 7’ € J(Y)/(J \ J”) of initial clusters having nonempty
intersections with the composite clusters has size £,

(iii) |Z| = ¢® and the initial clusters in 7' are colored by distinct colors by v,

(iv) G(Z', J’) is isomorphic to T with an isomorphism o that bijectively maps Z' to U®, 7/ to W®, and

(v) J"eJ,a(J")=xand ¥(J") =c.

We also follow the same convention as above that w® (fl } Z) = +oo if either there is no h- -clustering satisfying (i)-(v).
Observe that, by the definition, wxl)(h’ Y,c, ], ) =wOM,|J| — j,Y). Therefore, we compute the tables of values of

wd . yfori=1,...,f.

To initiate the computation of w®(., -, ), it is convenient to formally define this function for i = 0. We set

wO R, 5. 2) = w(h, j) 1fZ={.C},
+00 otherwise.

For s € M, denote d(s) =dy (s, a;) for j € J. Then to compute w® (fl, 3 Z) for i > 1, we use the following recurrence:
wO(h, ], z) =min{P (', 2,7, 5) + jd(s) + w DR -, j— 7,2\ 2)}, (7)

where the minimum in the right part is taken over all integers 1 < % §f1 and 0 < }'/ < } all sets Z such that ¢ ¢ Zcz and
all s € M. We assume that w(f1, j, Z) = +o0 if the set in the right part is empty.

We prove the correctness of (7) by showing the opposite inequalities between the left and the right part.

If wd(h, j, Z) = +oo, then

w®(h, j, 2) > minfw® @', 2,7, 5) + jds) + wi D -k, j- T, 2\ 2)).

Suppose that w® (h, ], Z) < +oc. Consider h-clustering Z for A(Z)/(J \ J") of cost w®(f, ], Z) satisfying (i)-(v). Let [ € T
be the composite cluster such that a(I) = y;. Since a(J”) =x, I contains elements of J”. Let " =1N J” and }/ = J".
Denote by s € M the median of I;. Consider -~ a‘l(V(Ty,.)) N J’, that is, the set of initial clusters having nonempty
intersections with the composite clusters that are mapped by « to the nodes of Ty,. The coloring v colors these clusters
by distinct colors and we define 7 to be the set of colors of the clusters of J”; note that ¢ ¢ Z. Denote by h' the number
of clusters in Z containing elements of the initial clusters with colors in 7 and let 71 be the set of these clusters; observe
that | € Zy. Let Z, =7\ 1;.

By the definition of the values of wi=1(., ., .), we obtain that the cost of clustering for Z, is at least wi—D R — /', ] —
}'/, Z\ 7). The cluster I contains 3” elements of J. Since s is its median, these }" elements contribute }"d(s) to its cost. Then,
by the definition of w}zi)(~, -,+,+), we have that the cost of clustering for Z7 is at least w§,21.) (fl/, 2, }'/, s) + j'/d(s). This means
that w0, 7,2) > 0@ @, 2,7, s) + wi-Dh—h",7-7,(Z\Z)U{ch and

w(h, ], 2) > minf@P (W, 2,7 ,s) + J'ds) + w1, j- 7,2\ 2)}. (8)

For the opposite direction, assume that integers i, }'/, a set Z, and a median s are chosen in such a way that the value of
a)g,zl) (', 2,7, s)+ 7d(s)+wi-Dh -k, -7, 2\ Z) is minimum. If the value is +oo, then w(h, j, 2) <@ @', 2,7, s) +
jds)+wi-Dh—n,j-7, 2\ 2) as required. Assume that a)(z)(fl’ 2,7.8) <+ooand wi-D(h —R,j— 7,7\ 2) < +o0.

By the definition of a)y)(h’ Z,7',s), there is an h'- clustering Z; for A(Z) of cost a)(z) W, 2z, i',s) satisfying conditions
(i)-(v) of the definition. In particular, Z; contains a special cluster I with the median s such that p — 3” <|ll<q-— }'/ and I
is mapped to the root y; of Ty, by the isomorphism «.

Let J” C ] of size ] and let J” C J” of size . By the definition of wi-D(h —#",j -7, 2 \ 2), there is an h —i)-
cltg;t;a)ring T, for A(Z\ 2)/((J\ J")U J") of cost wi=D(h —i’,j— ', Z\ 2) satisfying conditions (i)-(v) of the definition of
wli=D ),

Obs(erve)that the clusters of Z; and Z are pairwise dlS_]Olnt and include all elements of the initial clusters with their
colors in Z except j' + j elements of J. We construct the h- clustering Z for A(Z)/(J \ J”) as follows. First, we modify the
cluster I € Z; by setting I :=IU J”. Note that We increase the cost of the cluster by at most ]/d(s) Then we take the union
of 77 and 7. The definitions of the values a)yi (h/, Z,] ,s) and w(i- 1)(h I, 3 —] " Z\ 2) imply that 7 satisfies conditions
(i)=(v) for w®(h, J, 2). Therefore, w(h, ], Z) <@, 2, ',s) + J'd(s) + wi—D@G -1, =7, 2\ 2).

185



EV. Fomin, PA. Golovach and N. Purohit Journal of Computer and System Sciences 136 (2023) 171-194

By the choice of i, i, Z ands,

w(h, ], 2) <minf@P @, 2,7 ,s) + Jds) + w0, j- 7,2\ 2)}. (9)

Then (8) and (9) imply (7).
We use (7) to compute the table of values of w)(, -, ). Then o\’ (W, Y, ¢, J, ) = wO W', | ]| - j, Y) by the definition.
To evaluate the running time, notice that the initial table w/)(-, -, ) can be computed in 20®) .12, since w(h) can be
computed in O(n?) time and then the table is constructed for at most n values of j and at most 2¢ sets Z. To compute
the table w@(., -, ) from wi=V(.,. ) by (7) for i € {1,..., f}, we consider all pairs of integers i’ < h, all pairs of sets Z
and Z C Z and all seM.Since h<n, Z<{1,...,0} and ¢ < 2B, and |M| =20BgB) 518 . mn)OM  wd(. . .) can be
computed in 20B198B)| 5B . mn)©D. Then the total running time is 2961088 |58 . (mm)©MD, o

Further, we show how to compute a)(z) (h',Y, j,s) if the tables of values of a)(l)(
to the proof of Claim 3.2, we also use an auxiliary dynamic programming algorithm
Claim 3.3. Let x € U be an internal vertex of T and assume that the table of values of a)(l)(
x. Then ¥ (', Y, j, s) can be computed in 2°® . nO time,

Proof. Let " <h, Y C X, j<gq, and let s € M. If |Y| # {4, then a)(z)(h’, Y, j,s) = +oo by definition. Assume that |Y| = ¢,.
In the same way as in the proof of Claim 3.2, denote by y1,...,ys the children of x in T. For i € {1,..., f}, let T® be
the subtree of T induced by {x} UJ\_, V(Ty,), set UD=UNV@TD)and WO =w nV(TD). Let also t@ = |UD| and
29 = |W®| for i e {1,..., f}. For an initial cluster J, we denote by d(J) = dy(s,a;) for i € J. Similarly to the proof of
Claim 3.2, we compute some auxiliary values.

For each i € {1,..., f}, every positive integer h<n, every nonnegative integer j <q, and every nonempty Z C X, we
define the auxiliary value as follows.

Definition 6 (Auxiliary partial solution). Wm(fl, } Z) is the minimum cost of an ﬁ-clustering Z=1{l,...,1;} for A(Z) such
that

(i) the cost of I is computed with respect to the median s, that is, the cost equals Ziell dy (s, a;),

(ii) [I1]=] and p < [Iy| <q for i’ € {2, ..., h},

(iii) for the set of composite clusters Z' C Z, Z” = I’ U {I;} has size t®, and the set 7' € J(Z) of initial clusters having
nonempty intersections with the clusters from Z” has size ¢,

(iv) |Z| =¢® and the initial clusters in 7’ are colored by distinct colors by 1,

(v) G(Z”,J") is isomorphic to T® with an isomorphism « that bijectively maps Z” to UD, 7/ to W%, and a(I) = x.

We assume that w® (ﬁ, } Z) = +oo if there is no such a fl—clustering.
Notice that the parameter j defines the size of a selected cluster I1. Then, by the definition, we have that

@M, Y, j,s)=minfw W, ], Y) I p—j<i<q-j} (10)

assuming that w(z) n,Y,j,s)=+o0 if the set in the right part is empty.
We compute the tables of values of w®(.,.,) fori=1,..., f.
First, we observe that

w(h,,2) =minfw()(h—1,Z,c, |, H +Jd(J) I ce Z, ] € T(2D)); (11)

as before, w(V(h, j, Z) = +oo0 if the set in the right part is empty.

To see that wD(h, j, Z) > mln{a)yl)(h —1,Z,¢c.],)+Jd(J)|ce Z, ] e T(2)} assume that w(h, j, Z) < +oo; other-
wise, the inequality is trivial. Let Z={I;,...,I;} be an h- ~clustering for A(Z) satisfying conditions (i)-(v). Since y; is the
unique child of x in T, I consists of] elements of some initial cluster J. Let ¢ be the color a531gned to J by . Then, by
the definition of a)yl)(h -1,2Z,c, ], ]) {I,...,I:} is an (h —1)-clustering for A(Z)/]’ for J' C J of size j that satisfies all the
(l)( 5+ ,-). Therefore, the cost of {I,...,I:} is an (h—l) is at least w(l)(h—l Z,.c, /], _])
The median of I1 is s and I; contains ] elements of J. Therefore, the cost of 11 is }'d(]) We conclude that W(l)(h, j,Z) >
a)yl)(h 1,Z,¢, ], J) + jd(J). Therefore, w (f, J, Z)>m1n{a)y])(h—1 Z.e, L, D+jd(Dlcez, Je T2

Now we prove that w(D(h, ], Z) < mm{wm(h —1,Z,c,],)+Jd()) | ce Z, ] € T(2)}. If the right part of (11) is +oo,
then the inequality is trivial. Assume that thls is not the case and let c € Z and | € J(Z) be such that the right part of
(11) achieves the minimum value for them. Then there is an (h — 1)-clustering Z for A(Z)/J’, where ]’ C ] has size j,

condition of the definition of w
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with the cost a)yll) (h—-1,Z,c, ], ]) that satisfies all the condition of the definition of a)m( .5+ ---,-). Then we construct
a new cluster [ = J' w1th the median s. Clearly, the cost is jd( D. It is stralghtforward to verify that Z U {I} satisfies
(i)~(v). Therefore, w((h, ], 2) < 0\ (h —1,Z,c, ], ) + jd(J) and wO(h, ], 2) < min{w}) (h — 1, Z,¢, J, ) + jd(J) | c
Z,] e J2)}.

Combining the two inequalities, we conclude that (11) holds.

To compute wV(h, j, Z) for i > 2, we show that

wO (@, j, 2) = minfwl) (0, Z,c, |, )+ Jd() +w D -1, j- 7,2\ 2)), (12)

where the minimum is taken over all positive integers R <h, }'/ < 3 all nonempty sets Zcz allcez, and JeJ(2). As it
is standard in our paper, w® (fl, 3 Z) = 4oo if the set in the right part of (12) is empty.

We prove (12) by demonstrating the opposite inequalities between the left and the right part.

If wO@h,j,2) =400, then w?(h, j, 2) > minfw\ (W, Z,c, J, 7)) + j'd(J) + wiD(h — ', j— 7, Z \ 2)}. Assume that
this is not the case. Then there is an fl-clustering T for A(Z) of cost w® (h,], Z) satisfying (i)-(v). In particular, there is
I € Z such that |I| = j o(I) =x and s is its median. Let ] € J(Z) be the initial cluster such that «(J) = y;. Denote by
¢ its color. By definition, J NI ##. Let J'=1NJ and j' = |J'|. Consider J' = a1 (V(Ty)) N J’, that is, the set of initial
clusters intersecting composite clusters that are mapped by « to the vertices of Ty,. Note that | € N By definition, these
clusters are colored by distinct colors by . Denote by Z the set of their colors. Clearly, c € Z. letZy T\ {I} be the set of
clusters in Z having nonempty intersections with the initial clusters from J’; note that I ¢ 771 by definition. Set h = |Z1].
Let 7o =7\ 7.

Observe that Z; is an ﬁ’—clustering for A(Z)/J'. Moreover, I; satisfies all the conditions of the definition of

m(fﬂ Z,c, I, }') This implies that the cost of Z7 is at least a)y1 (ﬁ/ Z,c, I, ]‘) Consider the clustering 7> obtained from
I, by the replacement of I by =1 \ J. NOthE that the clusters of 7, contain only elements of initial clusters with col-
ors from Z \ Z. Also, we have that |I| = ] —] and |IZ| =h — ' because i >2 and I # J'. Then it is stra1ghtforward to
verify that 7, is (h - h/) clustering for A(Z \ 7) satisfying (i)-(v) for w@=D(.,.,.). Therefore, the cost of 7, is at least
wi=D((h i, j =7, Z\ 2). Finally, recall that J' C I. Since s is the median of I, the contribution of J' to the cost is j'd(]).
We conclude that w®(h, j, Z) > a);,ll.)(il,, Z.c. ) +7d()+wiD(h—h', =7, Z\ Z). Hence,

wO(h, §,2) > minfwl) (', Z,¢, ], 7))+ Jd() +wi DR -1, =T, 2\ 2)). (13)

The opposite inequality is trivial if the right part of (12) equals +oc0. Assume that this is not the case and suppose that
positive integers b <h, j'/ < 3 aset ZCc Z ceZ and J € J(Z) are chosen in such a way that the right part of (12)
achieves the minimum value for them.

By the definition of a)y,.)(fl’, Z,c, ], }"), there is an ﬁ’—clustering T, for A(Z)/J of cost a)m(h’ Z,c ], ]) satisfying con-
ditions (i)-(v) of the definition, where J' C J of size j' =|J’|. In particular, c is a color of J.

We also have that, by definition of wi=D(h — k', j —J, Z \ Z), there is an (h — h’)-clustering for A(Z \ Z) satisfying
conditions (i)-(v) of the definition. In particular, there is a special cluster I € Z, of size }'— }" with the median s.

We construct the clustering Z for A(Z) as follows. First, we modify the cluster I € Z, by replacing it by I’ =1U J’. Then
we take the union of Z; and the modified Z;. It is straightforward to verify that Z is a h- clustermg for A(Z) satisfying (i)- ( )
for W(i)(fl 7,2). Since I is obtained by adding j’ elements of |, the cost of T is wm(h/ Z,c, ].7)+Jd() + wi=Dh —
h .j—7.2Z\ 2). Therefore, w?(h, ], Z) <wy,)(h/ Z.c. L)+ 7d()+wi=Dh—h',j—7,Z\ Z) and, by the choice of It
] , Z,cand I,

wO(h, ], 2) <minfw\P R, 2, ¢, 7Y+ 7d() + wE DR -, j- 7,2\ 2)). (14)

By (13) and (14), we conclude that the recurrence (12) holds. Then we compute the tables of values of w®(, -, .) for
i=1,..., f using (11) and (12). Finally, we apply (10) to compute a)(z) H,Y,j,s).

Clearly, the table of values of w(V(.,-,-) can be computed in 2°® .13 time because we consider h, j <n and at most
2¢ sets Z, and then go through at most ¢ values of ¢ and at most n sets 7. To compute the tables of values of w(., -, )
for i > 2, we consider all pairs of integers b <h, all pairs }" < 3 all nonempty sets ZcZ allcez, and J € J(Z). Since
ﬁ’, ﬁ, }", 3 <n, the number of pairs of set 7 C Z is at most 3¢, the number of the choices of ¢ is at most ¢ and the number
of the choices of | is at most n, we have that the total running time is 2°® . n©® because £ <2B. O

Claims 3.1-3.3 allow us to compute the table of values of w(z)( ,+,+ ) for the root z of T bottom-up starting from the

leaves (recall that z € U). To make the final step of our algorithm, observe that the minimum cost of a feasible h-clustering
for A(X) with respect to T, t’ and ¢ is

min{w{® (h, X,0,s) | s € M}
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by the definition of these values.

The tree T has ¢’ +t’ < 3B vertices. The table of values of either a),((l)(-, 5y 0) Or wy (-, -, -+, +) constructed for every node
x has size 29B10¢B)| 5B . mn)©M and can be constructed in 29128 |58 . mn)@D time by Claims 3.1-3.3. Therefore,
the total running time is 29B10g5) |55 . mn)©M, o

Using Lemmas 5 and 6, we are able to check whether the considered instance has a colorful solution.

3.2.5. Putting all together
Now we are ready to put all ingredients of our algorithm together.

Lemma 7. CAPACITATED CLUSTERING can be solved in 29 B1088)| 538 . (mn)© M time by a Monte Carlo algorithm with false negatives.

Proof. Let (A, Z,k, B, p,q) be an instance of CAPACITATED CLUSTERING with A = (a1, ..., a;). We start with computing the
partition J = {J1,..., Js} of {1,...,n} into initial clusters and this step can be done in polynomial time. By the next step,
we construct the set M = M(A, B) of potential medians of size 2€B1088)| 5B . (mp)OM) jp 20B10gB)| 5B . (mn)OD time
using Lemma 4.

Then we consider all nonnegative t < min{B, k} to guess the number of composite clusters. If t =0, then the problem
is solved in polynomial time. If t > 1, then we proceed and guess the number ¢ of initial clusters having nonempty inter-
sections with composite clusters, where t + 1 < £ < B. For the chosen values of t and ¢, we consider all forests F on t + £
vertices to guess the structure of G(Z’, J"). Recall that we have 29®) forests (see [35]) that can be listed in 29® time
(see [38]).

Further, we color the elements of 7 uniformly at random by ¢ colors and, given ¢, ¢, F and a random coloring v : J —
{1,..., ¢}, check whether there is a feasible k-clustering of cost at most B. Recall that if there is a solution with t composite
clusters such that exactly ¢ initial clusters have nonempty intersections with the composite clusters of the solution, then
the probability that these ¢ clusters are assigned distinct colors in a random coloring v is at least e=2¥. Then the probability
that some initial clusters having nonempty intersections with the composite clusters of the solution obtain the same color
is at most 1 — e~28. This implies that if we try e?® random colorings, then the probability that for every coloring, some
initial clusters having nonempty intersections with the composite clusters of the solution are of the same color is at most
(1 —e2B)e”" <=1 This implies that it is sufficient to consider N = [e2B] random coloring v. For each coloring, we verify
the existence of a colorful solution. If a colorful solution exists for i, then we report that (A, 3, r,k, p, q) admits a required
solution and stop. Otherwise, if we fail to find a colorful solution for every i/, we report that there is in solution and the
probability of an incorrect answer is at most e~ < 1.

For given t, ¢, F and a random coloring ¥ : J — {1,...,¢}, we use Lemmas 5 and 6 for verifying whether a feasible
k-clustering exists. For the connected components Fi, ..., F¢ of F, we apply Lemma 6 and compute the values w;(X, h) for
allie{1,...,f}, X<{1,...£} and positive integers h < k. By Lemma 6, this can be done in 293108855 . (mm)@D time.

Given these values, we apply Lemma 5 to check in 29® . n2 time whether there is a feasible k-clustering for A of cost at
most B with respect to F, t and £.
The overall running time of this algorithm is 29310858 . mn)©@M and this concludes the proof. O

3.2.6. Derandomization

Our algorithm can be derandomized by standard tools [2] (see also [13, Chapter 5]). More precisely, we replace random
colorings by functions from a perfect hash family.

Let s and ¢ be positive integers such that s > £. A set F of functions &: {1,...,s} - {1,..., ¢} is said to be an (s, £)-
perfect hash family if for every X C {1,...,s} of size ¢, there is & € F such that &|x is a bijection between X and {1, ..., ¢}.

We use the result of Naor, Schulman, and Srinivasan [32] (see also [13, Chapter 5]).

Proposition 3. For every s > ¢ > 1, there is an (s, £)-perfect hash family F of size et¢©1g0 . Jogs that can be constructed in
etgOUogt) . s1ogs time.

We consider our set of initial clusters 7 ={]J1,..., Js} and construct an (s, £)-perfect hash family F. Since ¢ < 2B and
s<n, |F|=e2B(2B)O"0gB) . Jogn and F can be constructed in e28 (2B)©10gB) . n]ogn time by Proposition 3. For every £ € F,
we define the coloring y:: J — {1, ..., £} by setting v (J;) =£&(@i) forie(1,...,s}.

If (A, Z,k, B, p,q) admits a solution with t composite clusters such that exactly ¢ initial clusters have nonempty inter-
sections with the composite clusters, then there is § € F such that ¢ colors these initial clusters by distinct colors by
the definition of an (s, £)-perfect hash family. Then our randomized algorithm can be modified as follows: instead of trying
N = [e28] random coloring ¥ we try all £ € F, we verify the existence of a colorful solution with respect to Ye. We ob-
tain that we can solve CAPACITATED CLUSTERING for (A, =, k, B, p, q) in 20®B108B8) 518 . 1nn)©(M) deterministic time and this
concludes the proof of Theorem 1.
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4. Clustering with size constraints

In this section, we discuss other variants of CATEGORICAL CLUSTERING with cluster size constraints: BALANCED CLUSTERING
and FACTOR-BALANCED CLUSTERING. We also discuss the special case of CAPACITATED CLUSTERING for p = q =n/k that is equiv-
alent to BALANCED CLUSTERING for § =0 and to FACTOR-BALANCED CLUSTERING for o = 1. We refer to this problem as EQUAL
CLUSTERING.

Recall that by Theorem 2, CAPACITATED CLUSTERING is NP-complete for k =2 and p =q =n/2, that is, EQUAL CLUSTERING
is NP-complete for k = 2. Using the same arguments as in the proof of Theorem 2, we can show the following more general
claim.

Theorem 3. For every fixed o > 1 (§ > 0, respectively), FACTOR-BALANCED CLUSTERING (BALANCED CLUSTERING, respectively) is NP-
complete for k = 2 and binary matrices.

From the positive side, we observe that BALANCED CLUSTERING and FACTOR-BALANCED CLUSTERING admit Turing reductions
to CAPACITATED CLUSTERING, that is, CAPACITATED CLUSTERING is the most general among the considered problems. For this,
we make the following straightforward observation.

Observation 5. An instance (A, X, k, B, §) of BALANCED CLUSTERING (an instance (A, X, k, B, &) of FACTOR-BALANCED CLUSTERING,
respectively) is a yes-instance lf and only if there is a n.onnegat.ive integer p such that % —-8<p=< % ( ﬁ <p=< 7—( respectively) and
forq=p+6(q=ap, respectively), (A, X, k, B, p, q) is a yes-instance of CAPACITATED CLUSTERING.

Thus, given an algorithm A for CAPACITATED CLUSTERING, We can solve BALANCED CLUSTERING for (A, X, k, B, §) as fol-
lows. We consider all p starting from max{1, [%1 — &} up to L%J, and use A to solve CAPACITATED CLUSTERING for
(A, =, k, B, p, min{n, p+48}). If A returns “yes” for one of the values of p, we conclude that (A, =, k, B, §) is a yes-instance of
BALANCED CLUSTERING and stop. Otherwise, if A always returns “no”, (A, X, k, B, §) is a no-instance. Clearly, FACTOR-BALANCED
CLUSTERING can be solved in similar way. This allows to obtain the following corollary of Theorem 1.

Corollary 1. BALANCED CLUSTERING and FACTOR-BALANCED CLUSTERING are solvable in time 2€(B108B) | 5|8 . (mpn)©O ™,

5. Kernelization for clustering with size constraints

In this section, we discuss kernelization for clustering problems with size constraints. In [19, Theorem 3], Fomin, Golo-
vach and Panolan proved that CATEGORICAL CLUSTERING does not admit a polynomial kernel when parmeterized by B, unless
NP C coNP /poly. This immediately implies the following proposition.

Proposition 4. CAPACITATED CLUSTERING (BALANCED CLUSTERING and FACTOR-BALANCED CLUSTERING, respectively) has no polynomial
kernel when paramterized by B, unless NP C coNP /poly, even if ¥ = {0, 1}.

Also, by Theorems 2 and 3 the problems are already NP-hard for k = 2. Thus, for kernelization, we have to consider
more restrictive parameterizations. Up to now, we have only partial results. In particular, we can show BALANCED CLUSTERING
admits a polynomial kernel when parameterzied by B, k and 4.

We start with some auxiliary results. First, we observe that if there is an initial cluster J of size at least B + 1, then at
least one median should be the same as a column of the input matrix with its index in J.

Observation 6. Let {I1, ..., I} be a k-clustering for a matrix A= (a, ..., ap) of cost at most B and let | C {1,...,n} be an initial
cluster with | J| > B + 1. Then thereisi € {1, ..., k} such that an optimal median of I; coincides withs =aj for j € ].
Proof. For the sake of contradiction, assume that medians c1, ..., ¢ for the clusters {I1, ..., I;}, respectively, are distinct

from s. Then

k k
Y D du(ci,ap=Y) " > dulci,s)=1J|>B
i=1 jel; i=1 je]NI;
contradicting that the cost of {Iq,..., I} is at most B. O

Our next lemma shows that if there is a clustering such that a median ¢; coincides with a column a;, then we can either
collect all the elements of the initial cluster | containing j in the same cluster of a solution or form a cluster of a solution
out of its elements.
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Lemma 8. Let {I1,..., I} be a k-clustering for a matrix A = (a1, ..., a,) with optimal medians ¢y, ..., ¢, respectively. Let also
S C{c1,..., ¢} be the set of medians coinciding with columns of A. Then there is a k-clustering {I}, ..., I} for A such that

() | =il forallie{1,...,k},

(i) 3oy X je du(ei,a) < 2y 3y, di(ei.a)), and
(iii) for every s € S and the initial cluster | such that s =a;j for j € J, thereisi e {1,...,k} such that either J C I} or I; C J.

Proof. Let cq,...,c, be optimal medians for I4, ..., Iy, respectively. Assume without loss of generality that S = {cq, ..., ¢},
and denote by Ji,..., J; the initial clusters such that for every i € {1,...,t}, aj =¢; for je Ji. Let Z' = {I},..., I}} be

a k-clustering for A such that (a) |Ij| = |I;] for all i € {1,...,k}, (b) Zi-‘:] Y jer du(ci,aj) < Zfﬂ > jer, du(cisaj), and (c)
Zf:1 [I; N J;| is maximum. We claim that 7’ satisfies conditions (i)-(iii) of the lemma. Clearly, (i) and (ii) are fulfilled by
conditions (a) and (b) of the choice of Z'. To show (iii), we prove that either J; C I} or I C J; for every i e {1,...,t}.

Assume to the contrary that there is i € {1,...,t} such that neither J; € I{ nor I{ C J;. Then there is a cluster I;. for
j€{l,...,k} such that j #1i, I;. N J # @, and there is h € I{ such that h ¢ J;. Let £ € I} N Ji. Consider the k-clustering
T"={I{,..., I} such that I = (I; U {£}) \ {h}, I}’ = (13 U{hh\{€}, and I} =1} for h e {1,...,k} such that h #1i, j. In words,
we exchange the elements h and ¢ between I; and I;.. Then

k k
DY dulepag) — Y Y du(cp, ag) =du(ci, an) +dp(cj, ap) — du(ci, a) — du(c), ap),

p=1gel), p=1lgqely

and since ¢; = a,, we obtain that

k k
Z ZdH(Cp,aq) - Z Z dy(cp,ag) =dy(@e, ap) +dy(cj,ap) —dy(cj,ap) =0

p=1qel, p=lqely

by the triangle inequality. This means that

k k k
ZZdH(cpyaq)5ZZdH(cp,aq)EZZdH(Cp:aq)- (15)
p=1lgqely p=1lgqel, p=1qely
Since |I{| = |Ij] for all i € {1,...,r}, Z” satisfies condition (a) of the choice of Z'. Condition (b) is satisfied because of (15).

However, |I7' N J| = [(I; N 1) U {¢}| = |I; N J| 4+ 1. Because Z” was obtained by the exchange h and ¢ between I} and I}.
LN Jpclynjp for pefl,... t}. We obtain that Z;:] [, N Jpl < 22:1 [I, N Jpl| contradicting (c). Therefore, either
Jp S I;, or I;J C Jp for every p e{1,...,t} as it claimed. O

The following lemma is used to find medians if the sizes of clusters in a solution are sufficiently big.

Lemma 9. Let Z = {I4, ..., Iy} be a k-clustering for a matrix A = (a1, ..., ay) of cost at most B such that s < |I;| < s + & for all
ie{1,...,k}, where § is a nonnegative integer and an integer s > 2B + 1+ (k — 1)4. Then for every initial clusters ] C {1,...,n}, the
following is fulfilled for c = aj for j e J:

(i) if1J| mod s> B+1+ (k—1)8, then exactly (%—I clusters of Z have optimal medians coinciding with c (the other medians are
different),
(ii) if |J| mod s < B+ (k — 1)4, then exactly LMJ clusters of Z have optimal medians coinciding with c.

s

Proof. We start with proving (i). Let |J| mod s > B + 1+ (k — 1)8. We show that (i) holds for J by induction on p = [%J

The base case is p = 0. Then (%—I:l.As |J] mods>B+1+(k—1)§ and L%J =0, B4+1<|]J| <s. By Observation 6,

there is a cluster in Z whose optimal median is c. Thus, at least one optimal median coincides with ¢. Without loss of
generality, we assume that ¢ is the median of I;. We now show that ¢; # ¢ for i € {2,...,k}. Assume to the contrary that
there exists h € {2, ...,k} such that ¢; = c. By Lemma 8, there is a k-clustering Z = {I}, ..., I;} for A such that |I}| = |I}| for

allie{1,...,k}, ZLI Zje,; du(ci,a) <Y i, > jer;du(ci,aj), and J C I;. Then

k
ZZdH(chaj) > ZdH(chaaj) = ZdH(Q aj)>|l|=s>B+1,

i=1 jel el jely
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contradicting that cost(Z) < B. We conclude that exactly one median coincides with c, that is, (i) holds for p = 0.

Now let p > 1 and assume that the claim holds when p is smaller. Note that k > 2 in this case. We observe that,
because |J| mods> B+ 1+ (k—1)§, |J| =sp+ B+ 1+ (k— 1)8. By Observation 6, there is a cluster in Z whose optimal
median is ¢. Without loss of generality, we assume that ¢ is the median of I;. Then by Lemma 8, there is a k-clustering
{1, ..., I} for A such that |I]| = |I;| for all i € {1,...,k}, Z{'(:l Zje,; du(ci,aj) < Z;‘:1 Z]-E,i du(ci,aj), and I} C J. Consider
A =A[{1,...,m},{1,...,n}\ 1], that is, A’ is obtained from A by the deletion of the columns with their indices in I. Notice
that 7' ={I;, ..., I}} is an (k — 1)-clustering for A" of cost at most B. Moreover, because |I{| = |l;| >s>2B +1, ¢3,...,¢
are unique optimal medians for I, ..., I}, respectively, by Observation 2. Let J'= J\ I{. Since |I}| <s+3§,

[J1=1J—1jl>sp+B+1+Kk—-1)—s—8=s(p—1)+B+1+(Kk—2)§>B+1+ (k—2)5.

By our inductive hypothesis, exactly ('JSJ-‘ clusters of 7/ have optimal medians coinciding with c. As |I1]| >, L”TIJ <p-1.

Because |J'| >s(p — 1)+ B+ 1+ (k — 2)§, L”SJJ > p — 1. Hence, L%'J =p—1and {%'—I = p. Since ¢y, ..., ¢ are optimal
medians, exactly p of them are equal to c. Together with the median ¢; = ¢, exactly p + 1 medians in {cq, ..., ¢} are equal
to c. Then exactly Psﬂ-‘ =p +1 clusters of Z have optimal medians coinciding with c. This completes the proof of (i).

To show (ii), we first claim that for every initial cluster J, there are at least p = L%J clusters in Z, whose optimal
medians are equal to ¢, where c=aj for j € J. The proof is by induction on p.

The claim is trivial if p =0. Let p > 1 and assume that the claim holds when p is smaller. Since p > 1, |J|>s> B+ 1.
By Observation 6, there is a cluster in Z whose optimal median is c¢. Without loss of generality, we assume that c is
the median of I1. Then by Lemma 8, there is an r-clustering {I},...,I;} for A such that |I{| = |I;] for all i € (1,...,k},
Zl-‘:] ZJ-E,; dy(ci,aj) < Zfﬂ Zje,i dy(ci, aj), and either JC I} or I] C J.

Suppose that J C I7. Then |J| < |Ij| < s+ 8 < 2s. This means that p =1 and our claim holds, as ¢ =¢;.

Assume from now that this is not the case, that is, I C J. Then we argue similarly to the proof of (i). Consider A’ =
A[{1,...,m},{1,...,n}\ I1], that is, A’ is obtained from A by the deletion of the columns with their indices in I;. Notice
that 7' ={I;, ..., I}} is an (r — 1)-clustering for A’ of cost at most B. Moreover, because |I{| = |lj| >s>2B+1, ¢3,...,¢
are unique optimal medians for I}, ..., I}, respectively, by Observation 2. Let J' = J\ I].

If L%JJ > p — 1, then by the inductive assumption, there are at least p — 1 clusters in Z’, whose optimal medians
coincide with c. Thus, at least p — 1 medians from {cy, ..., ¢} are equal to c¢. Taking into account ¢; = ¢, we have that at
least p medians from {c, ..., ¢k} are equal to ¢, as required.

Let L%'J < p — 2. Note that p > 2 in this case. Since |I{| <s+ 8 and |J| > ps, we obtain that |J'| =|]J| — |I]| >

(p —2)s + (s — 8). Thus, L%'J:p—z and
[J/I| mods>s—8>2B+1+(k—-1§8>B+1+ (k—2)s.

By the already proven (i), we have that there are at least (']S—'—‘ = p — 1 clusters in Z’, whose optimal medians coincide
with c. Since ¢; = ¢, we again obtain that at least p medians from {cq,..., ¢y} are equal to c. This concludes the proof of
our auxiliary claim.

To finish the proof of (ii), assume that |J| mod s < B + (k — 1)8. We already have that at least p = L'g—‘J clusters of Z
have optimal medians coinciding with c. It remains to show that there are at most p such clusters. Assume to the contrary

that at least p + 1 medians are equal to s and assume without loss of generality that c=¢; =...=¢p1. Then
k p+1
YD dueiap =) Y du(c,aj= Y du(ca))
i=1 jel; i=1 jel; jelhu..Ulp

> Y du(cap=|iu...Ulp-p\I|.
jetiU..Ulps\J

We know that |I;| > s forie{1,...,k}. Then |[[;U...Ulp1| > s(p+1). Since | J| mod s <B+((k—1)4, | J| < ps+B+(k—1)3.
This implies [(I1U...Ulp41)\ JI=s—B—(k—1)6 > B+ 1. Hence Zje(llu.“ulpﬂ)\] dy(c,aj) > B+ 1> B contradicting that

cost(Z) < B. This proves that exactly L%J clusters of Z have optimal medians coinciding with ¢. O

Lemma 9 allows us to compute optimal medians and solve BALANCED CLUSTERING if the average size of clusters is suffi-
ciently big.

Lemma 10. BALANCED CLUSTERING can be solved in polynomial time for instances (A, X, k, B, §) with % >2B+ 1+ 6k.
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Proof. Let (A, X, k, B, §) be an instance of BALANCED CLUSTERING with % > 2B+ 1+ 68k. Clearly, we can assume that § <n—1.
If (A, X, k,B,§) is a yes-instance, then there is an integer s such that % —8<s< % and s < |[;] < s+ 8 for a solution
{I1, ..., I}} to the instance.

Then we consider all integers s such that % —§<s< % For each value of s, we check whether there is a solution
{I1, ..., I}} for the considered instance with s < |I;| <s+3§, for all i € {1, ..., k}. If yes, we return the yes-answer, otherwise,

if we fail to find a solution for every s, then the algorithm returns the no-answer.
Let s be fixed. For each initial cluster J, we compute 'sﬂ and |J| mod s. Using these two values, we find the medians

coinciding with ¢ such that ¢=aj for j € J using Lemma 9. Denote by C the obtained collection of medians. If |C| # k, then
we discard the current choice of s. Otherwise, C contains exactly k potential medians and we combine Observation 5 and
Lemma 1 to decide whether (A, X, k, B, §) admits a solution with these medians.

Since we consider at most § + 1 <n values of s and the algorithm from Lemma 1 is polynomial, the total running time
of our algorithm is polynomial. O

In [19], Fomin et al. proved that CATEGORICAL CLUSTERING admits a polynomial kernel when parameterized by B and k for
binary matrices. As one of the steps of their kernelization algorithm (see Theorem 2 of [19]), they show that the number
of rows in the output matrix can be reduced to O(B(B + r)). Formally, the proof is done for the binary case, that is, for
% = {0, 1}. However, the reduction rule used in [19] works for arbitrary alphabet X because to apply the rule, we only
should be able to compute the Hamming distances between pairs of columns of A and check whether two rows of certain
submatrices are the same. We state this result in the following lemma.

Lemma 11 ([19]). There is a polynomial algorithm that, given an instance (A, X, k, B) of CATEGORICAL CLUSTERING With m X n matrix
A, produces an equivalent instance (A’, , k, B) with m’ x n matrix A’ such that the following holds:

o m' = O(B(B +k)).
e {I1,..., I} is a solution for (A, X, k, B) if and only if it is also a solution for (A’, , k, B).

Now we are ready to show a polynomial kernel for BALANCED CLUSTERING.

Theorem 4. BALANCED CLUSTERING admits a kernel, where the output matrix has O(B(B + k)) rows and O (k(B + 8k)) columns, and
is a matrix over an alphabet of size at most B + k.

Proof. Let (A, .k, B,§) be an instance of BALANCED CLUSTERING with A= (a1, ..., ay).

Suppose % > 2B + 1 + §k. Then, by Lemma 10, the problem can be solved in polynomial time. We do it and return a
trivial yes or no-instance, respectively. For example, we can return either the matrix (0,0) or (0, 1), respectively, and set
k=1, B=0 and § = 0. Assume from now that % < 2B + 8k, that is, n < 2Bk + k2.

If A has at least B + k + 1 pairwise distinct columns, then for every k-clustering {I1, ..., I} and every ci,...,¢c, € ™,

5-‘:1 Zjeli dy(ci,aj) = B+ 1 because at least B4 1 columns of A are distinct from each median. Thus, (A, X,k, B, §) is a
no-instance in this case, and we return a trivial no-instance of BALANCED CLUSTERING.

Assume from now that the number of pairwise distinct columns is at most B + k. If |X| > B + k, then we can replace
every symbol of ¥ by a symbol of ¥’ = {0, ..., B+ k — 1} maintaining the following property: for each row of A, the same
symbols of ¥ are replaced by the same symbols of X'. It is straightforward to verify that this replacement produces an
equivalent instance because we are using the Hamming distances. From now, we assume that |X| < B + k.

Given (A, X,k, B,8), we consider the instance (A, X,k, B) of CATEGORICAL CLUSTERING. We use the algorithm from
Lemma 11 and denote by (A/, ¥, k, B) the output instance. Then we construct the instance (A’, X,k, B,§) of BALANCED
CLUSTERING and output it.

We show that (A, =, k, B, §) is a yes-instance of BALANCED CLUSTERING if and only if (A", I, k, B, §) is a yes-instance.

For the forward direction, suppose (A, %,k, B,§) is a yes-instance of BALANCED CLUSTERING. Let Z = {Iq,..., I} be a
solution to the instance. Clearly, Z is a solution for the instance (A, X, k, B) of CATEGORICAL CLUSTERING. By Lemma 11, Z
is a solution for (A’, ¥, k, B). Then Z is a solution for (A’, X, k, B, §)